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Abstract/ Large-scale models are frequently used to estimate fluxes to small-scale models. The uncertainty associated with these flux estimates, however, is rarely addressed. We present a case study from the Española Basin, northern New Mexico, where we use a basin-scale model coupled with a high-resolution, nested site-scale model. Both models are three-dimensional and are analyzed by codes FEHM and PEST. Using constrained nonlinear optimization, we examine the effect of parameter uncertainty in the basin-scale model on the nonlinear confidence limits of predicted fluxes to the site-scale model. We find that some of the fluxes are very well constrained, while for others there is fairly large uncertainty. Site-scale transport simulation results, however, are relatively insensitive to the estimated uncertainty in the fluxes. We also compare parameter estimates obtained by the basin- and site-scale inverse models. Differences in the model grid resolution (scale of parameter estimation) result in differing delineation of hydrostratigraphic units, so the two models produce different estimates for some units. The effect is similar to the observed scale effect in medium properties owing to differences in tested volume. More important, estimation uncertainty of model parameters is quite different at the two scales. Overall, the basin inverse model resulted in significantly lower estimates of uncertainty, because of the larger calibration dataset available. This suggests that the basin-scale model contributes not only important boundary condition information but also improved parameter identification for some units. Our results demonstrate that caution is warranted when applying parameter estimates inferred from a large-scale model to small-scale simulations, and vice versa.

Introduction

The most straightforward method to obtain fine grid resolution in the region of interest and maintain consistency with a larger-scale flow field is to refine the large-scale model grid selectively (Kernodle and Thorn 1995; Tiedeman et al. 1998; Meier 1999; Keating et al. 2000a; Vesselinov and Neuman, 2001). This method, however, may not produce sufficient resolution in the area of interest without significantly increasing the total number of grid elements; this is a particularly severe problem with finite-difference methods. A more complex approach is to build nested models (telescopic mesh refinement) (Ward et al. 1987; Keating and Bahr 1998; Leske et al. 1998; Walker and Gylling 1998; Hunt et al. 2001; Zyvoloski et al. 2002). Nested models can be coupled either through specified-flux or specified-head boundary conditions; specified-flux conditions have the advantage of conserving mass in the coupled model system. This is especially important if the site-scale model is used to predict the effect of pumping (Giudici et al. 2001). For transient simulations, it may be necessary to specify transient flux boundary conditions (Anderson and Woessner 1992).

In this paper, we discuss parameter uncertainty in site-scale and basin-scale models and investigate two aspects of coupling nested models. The first is the potential differences between estimates of parameters and parameter uncertainty provided by inverse modeling at the two scales. Adjusting parameters within the site-scale model independently of basin-scale calibration is common (Huet et al. 2001; Zyvoloski et al. 2002). Calibration of the two models simultaneously, even with weak coupling, has not been reported in the literature. The second aspect is related to evaluation of sources of uncertainty in the site-scale model. There will be a number of possible sources of uncertainty for any prediction made using the site-scale model. We have explored, for example, the influence of parameter uncertainty on ground water flow directions (Keating et al. 2000b). In this paper, we apply a method for quantifying...
uncertainty in boundary fluxes and determining the sensitivity of travel time predictions to this uncertainty.

The aquifer within the Española Basin is a major source of water for pueblos, municipalities, and numerous agricultural communities in northern New Mexico. Los Alamos National Laboratory (LANL) is situated on the Pajarito Plateau, which lies along the western margin of the basin (Figure 1). Because of concern over potential impact of present and past laboratory activities on the ground water resource, LANL is conducting an extensive ground water characterization program (LANL 1998). Flow and transport modeling has been a vital element to this program and has been used to test and improve the conceptual model of the aquifer, to site new characterization wells, and to predict the fate and transport of contaminants detected during drilling.

To support the goals of the characterization program, we require models with sufficiently high resolution to capture complex hydrostratigraphy known to be present beneath the site. Several numerical groundwater flow models have been developed for the region (Hearne 1985; McAda and Wasiolek 1988; Frenzel 1995), primarily to address water resource issues, and do not have sufficient grid resolution for our purposes.

Due to computational limitations, our requirements for high grid resolution at the site scale prevent us from extending the spatial extent of our model to natural hydrologic boundaries (in our case, the margins of the Española Basin). Unfortunately, existing regional models do not have sufficient lateral extent west of LANL to be used to specify meaningful boundary conditions for a site-scale model. We have therefore developed new three-dimensional, control-volume, finite-element models (Keating et al. 1999; Keating et al. 2000a), building on previous work by others in the region (Purtyman 1984; Hearne 1985; McAda and Wasiolek 1988; Daniel B. Stephens & Associates 1994). Initially we were able to obtain a relatively high-resolution grid for the site and extend lateral boundaries to basin boundaries using octree mesh refinement (OMR). The octree refinement is performed (Trease et al. 1996) by subdividing selected octahedral cells in the original orthogonal and structured grid into

<table>
<thead>
<tr>
<th>Grid resolution:</th>
<th>Basin-Scale</th>
<th>Site-Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>277,951</td>
<td>172,741</td>
</tr>
<tr>
<td>(91,872 within site-scale model region)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of tetrahedral elements</td>
<td>1,528,407</td>
<td>949,835</td>
</tr>
<tr>
<td>Number of calibration targets:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pre-development flux estimates</td>
<td>7</td>
<td>0</td>
</tr>
<tr>
<td>Pre-development head measurements</td>
<td>81</td>
<td>26</td>
</tr>
<tr>
<td>Transient head measurements</td>
<td>76</td>
<td>60</td>
</tr>
<tr>
<td>Total</td>
<td>164</td>
<td>92</td>
</tr>
<tr>
<td>Number of estimated parameters (the initial number in parentheses):</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recharge parameters</td>
<td>2 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Hydrostratigraphic-unit permeabilities</td>
<td>18 (35)</td>
<td>10 (26)</td>
</tr>
<tr>
<td>Specific storage</td>
<td>1 (1)</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Total</td>
<td>21 (38)</td>
<td>12 (30)</td>
</tr>
<tr>
<td>Degrees of freedom:</td>
<td>143</td>
<td>80</td>
</tr>
<tr>
<td>Objective function (sum of squared weighted residuals):</td>
<td>2.37 \times 10^5</td>
<td>1.33 \times 10^5</td>
</tr>
<tr>
<td>(1.40 \times 10^5 for the targets common for both models)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log Likelihood function:</td>
<td>-562</td>
<td>-.916</td>
</tr>
</tbody>
</table>
Figure 3. Cross-sectional views of basin- and site-scale grids: (a) basin grid; box shows location of views in (b) and (c); (b) zoomed basin grid; (c) zoomed site grid. Black circles in (b) and (c) show nodes identified as basalt.
eight octahedral cells. The refined model provided very good control on mass flux through the system and reasonably detailed site-scale transport calculations; however, it ultimately failed to provide sufficient vertical resolution at the site scale to capture significant hydrostratigraphic features with adequate resolution. To achieve the higher resolution, we are coupling two models: this OMR basin-scale model with relatively coarse vertical resolution (50 m) to a site-scale model with an increased vertical resolution (12.5 m). Our modeling approach uses the FEHM (finite element heat and mass transfer) code (Zyvoloski et al. 1997) to simulate flow and transport and the PEST code (Doherty. 2000) to estimate parameters and evaluate uncertainty of model parameters and predictions (Keating et al. 2000a; Keating and Vesselinov 2001; Vesselinov et al. 2001).

Hydrologic Setting

The Española Basin (Figure 1) is in northern New Mexico. It is one of a series of basins located within the Rio Grande Rift zone, a tectonic feature that extends from northern Colorado to the south into Mexico. Elevations within the basin range from more than 3800 m along peaks in the surrounding mountain ranges to ~1700 m at the Rio Grande near the basin outlet. Vegetation is predominately ponderosa pine forest at higher elevations and piñon pine/juniper at lower elevations (Spiegel and Baldwin 1963, p. 17).

The aquifer comprises predominately Santa Fe Group rocks, which are poorly consolidated basin-fill sediments reaching more than 3000 m in thickness near the basin axis (Cordell 1979). Ground water also occurs in older crystalline rocks along the eastern and northern basin margin and in younger volcanic lavas and volcaniclastic sedimentary rocks in the vicinity of the Pajarito Plateau to the west (Purpynun and Johansen 1974; Coon and Kelly 1984; Daniel B. Stephens & Associates 1994).

The vadose zone is ~0 to 60 m thick in most parts of the basin, much thicker on the Pajarito Plateau (up to 350 m) where perched aquifers also exist. Contours of water level data (Purpynun et al. 1995; U.S. Geological Survey 1997) indicate that hydraulic gradients are generally toward the Rio Grande (Figure 1). Water enters the aquifer as interflow from basins to the north and as recharge. Water leaves the aquifer at numerous water supply and irrigation wells, as interflow to basins to the south, and to the Rio Chama, the Rio Grande and the lower reaches of its tributaries. Median monthly flow, calculated using USGS average monthly flow data for the last 80 years, is 26.0 m³/sec along the Rio Grande (at Otowi Bridge) and 10.0 m³/sec along the Rio Chama (at Chamita) (USGS 2000). Because of recent exploitation of ground water resources in the basin, some reaches of these rivers and their tributaries, which were once ground water discharge zones, may now be recharging the aquifer.

The climate is semiarid; annual total precipitation ranges from 18 to 86 cm/year. Precipitation increases with elevation (Spiegel and Baldwin 1963). Recharge is thought to occur primarily in the higher elevations—estimates based on water budget and chloride mass-balance methods range from 7% to 26% of total precipitation (Anderholm 1994; Wasiolek 1995). Little or no recharge occurs at lower elevations other than along stream channels because of low precipitation rates and high evapotranspiration demand (Anderholm 1994).

Model Development

Three-dimensional ground water models have been developed using FEHM (Zyvoloski et al. 1997); computational grids were generated using LaGriT (Trease et al. 1996). The computational grid for both the basin- and site-scale models are shown in Figures 2 and 3; grid characteristics are summarized in Table 1. The structure of the two models are identical, except for the increased vertical resolution of the site-scale model and the smaller lateral extent.

The northern and southern boundaries of the basin model were located according to structural transitions between the Española Basin and neighboring basins where basin-fill sedimentary rocks are relatively thin. The eastern boundary corresponds to a topographic divide; the western boundary is a combination of topographic divides and the western margin of the Valles Caldera. These lateral boundaries are assumed to be primarily no-flow, although in limited areas inter-basin flow is allowed to occur through specified head nodes (Figure 2). Along the northern boundary, we allow flow to occur through specified head nodes representing ground water in the alluvium beneath the Rio Chama and Rio Grande and along the basin margin to the far north. Along the southern boundary, we also allow flow through specified head nodes placed in a broad area beneath and adjacent to the Rio Grande. There is no data with which to compare the model predictions of these interbasin fluxes. We do, however, expect them to be small compared to the total mass flux through the basin as suggested by flux estimates reported by McAda (1988), Kernickle and Thorn (1995), and data presented by Coon and Kelly (1984). There is also outflow to the west of Valles Caldera along the Jemez Canyon: we use streamflow data from the Jemez River to estimate this flux.

The lateral boundaries for the site-scale model (Figure 2) were chosen to coincide with the Rio Grande (to the west), the Santa Clara River (to the north), the Rio Frijoles (to the south), and the topographic divide defining the eastern rim of the Valles Caldera (to the west). Minor discrepancies do exist between actual model boundary locations and these geographic and hydrologic features. Our initial hypothesis is that little or no flow crosses these boundaries; testing this hypothesis is one objective of coupling the site- and basin-scale models.

The upper surface of the model coincides with the top of the saturated zone. Along this surface, nodes are either no-flow, specified-flux (precipitation recharge), or specified-head (major rivers). Major rivers include the Rio Chama, Rio Grande, and the lower reaches of the Santa Fe, Santa Cruz, Embudo, and Pojoaque rivers. Lacking data on riverbed hydraulic conductivity throughout the basin, we assume that there is no contrast in the permeability between riverbeds and aquifer sediments. This assumption is undoubtedly a simplification of actual hydrologic proper-
ties. By evaluating the model calibration and simulated river/aquifer fluxes (described later) we will test the impact of this simplifying assumption.

In our study, it is important to estimate not only the total amount but also the spatial distribution of groundwater recharge from precipitation within the basin with corresponding estimates of uncertainty. However, this requires that our recharge model can be parameterized and the respective parameters can be included in the inverse process. Although actual spatial and temporal patterns of recharge in the basin are undoubtedly complex, we use a very simple model that takes advantage of the strong elevation dependence of precipitation in the basin. We also assume recharge is constant in time. We define ground water recharge \( R(x,y) \) over the model domain as follows:

\[
R(x,y) = \alpha \xi(x,y) P[Z(x,y)]
\]

where \( P \) is precipitation, \( Z \) is ground-surface elevation defined from the digital elevation model of the region, \( \xi \) is a dimensionless weight function, which is characterized by parameters \( Z_{\min} \) and \( Z_{\max} \), and \( \alpha \) is the fraction of precipitation that becomes recharge above \( Z_{\max} \). Note that \( Z_{\min} \) defines the elevation below which no recharge occurs, and above elevation \( Z_{\max} \) the recharge is equal to \( \alpha P \). The total recharge flux \( Q \) over the model domain \( \Omega \) is defined as

\[
Q = \iint_{\Omega} \xi dxdy = \alpha \iint_{\Omega} P dxdy = \alpha P'(Z_{\min}, Z_{\max})
\]

where \( P' \) is a function of \( Z_{\min} \) and \( Z_{\max} \) only. We assume \( P(Z) \) is a simple linear model with fixed regression parameters, which we derive using annual precipitation data for the region (Spiegel and Baldwin 1963; Bowen 1992). Thus, there are four unknowns to be estimated (\( Q, \alpha, Z_{\min} \) and \( Z_{\max} \)) coupled through Equation 3. For example, to calculate \( Q \) we need to estimate \( \alpha, Z_{\min} \) and \( Z_{\max} \). For our inverse models, we found it to be more computationally efficient to include \( Q, Z_{\min} \) and \( Z_{\max} \) in the estimation process, and compute \( \alpha \) as

\[
\alpha = \frac{Q}{P'(Z_{\min}, Z_{\max})}
\]

We simulate both steady-state (predevelopment) and transient (postdevelopment) conditions. Our transient simulations use municipal production data from wells operated by Los Alamos County and the City of Santa Fe and head measurements in nearby observation wells as calibration targets. We neglect the impact of undocumented withdrawals in the basin (both municipal and agricultural supply), which could approximately double the withdrawals accounted for in our model (Brian and Wilson 1997). Table 2 lists the water balance estimated by the basin model in pre- and postdevelopment conditions. The documented withdrawals represent a relatively small proportion of the total fluxes through the aquifer (Table 2); and, even if we were able to account for undocumented withdrawals, the total would be still be relatively small. Because the wells we use for our transient head calibration dataset (predominantly in the western part of the basin) are far from areas of undocumented withdrawals (predominantly in the eastern part of the basin), neglecting this impact should have minimal only impact on the parameter estimates achieved through model calibration. Similarly, although aquifer recharge at rivers does occur in some locations, all reaches are still net discharge areas (shown as outflows in Table 2).

Thus, while our model may be overestimating flux of water from the aquifer to river nodes, due to the assumption of perfect hydraulic connection, the simulated fluxes are still relatively small. Along all reaches, the predicted fluxes are much smaller than measured streamflow, supporting our assumption of constant head.

Hydrogeologic zones are defined by a three-dimensional geologic model for the basin (Carey et al. 1999). Zonation is defined primarily according to geologic features identified through field studies, geologic maps, interpretation of drillers logs, and geophysics (Vautaz et al. 1986; Baldridge et al. 1995; Smith et al. 1975; Kelley 1978; Manley 1979; Biehler et al. 1991; Ferguson et al. 1995; Dethier 1997). This process provides reasonably good control on contacts between Santa Fe Group rocks and other units in the basin; however, subdividing the Santa Fe Group rocks (the largest unit in the basin) could not be accomplished in this way. Therefore, we arbitrarily divided this unit into five broad geographic regions; later we test the validity of this subdivision using inverse modeling. The resulting model defines 23 geologic units, including two fault zones. A three-dimensional representation of the major units in the basin-scale model is shown in Figure 4.

Each node in the computational mesh is assigned to a unit according to its location relative to the three-dimensional hydrostratigraphic structure defined by the geologic model. Interpolation from the hydrostratigraphic model to the grid nodes is done by defining closed volumes for each

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Water Budget for the Basin Model, in kg/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>Components</td>
<td>Steady State (Predevelopment 1945)</td>
</tr>
<tr>
<td>Inflows</td>
<td></td>
</tr>
<tr>
<td>Recharge</td>
<td>3845</td>
</tr>
<tr>
<td>Flow from basins to the north</td>
<td>235</td>
</tr>
<tr>
<td>Total</td>
<td>4080</td>
</tr>
<tr>
<td>Outflows</td>
<td></td>
</tr>
<tr>
<td>Rio Grande</td>
<td>1112</td>
</tr>
<tr>
<td>Tributaries</td>
<td>1389</td>
</tr>
<tr>
<td>Flow to basins to the south and west</td>
<td>564</td>
</tr>
<tr>
<td>Pumping</td>
<td>419</td>
</tr>
<tr>
<td>Total</td>
<td>4680</td>
</tr>
</tbody>
</table>
hydrostratigraphic unit. Each node of the mesh can be in one and only one of these volumes. The node properties are assigned based on which volume a node resides in. In this relatively simple approach, the location of contacts between hydrostratigraphic units can be resolved only to the degree of discretization in the finite element mesh. We use the parameter estimation process to determine the extent to which this zonation is justified, given the dataset available for model calibration. As described later, this process determined that some of the units should be combined. Although hydrogeologic zonation is defined for both site- and basin-scale models using the same three-dimensional geologic model, because of the increased vertical resolution in the site-scale model, we are able to represent hydrostratigraphic features with greater detail (Figures 3b and 3c).

Our model assumes confining conditions occur throughout the basin. Because of the strong anisotropy caused by beds within the Santa Fe Group, many pump tests throughout the region have indicated confined or leaky-confined conditions. Although some portions of the basin may, in fact, be unconfined, our approximation of confining conditions is a reasonable simplification given the substantial thickness of the aquifer (up to 3000 m) relative to drawdowns (0 to 100 m).

Model Coupling

We use the calibrated basin model to determine the total amount of water entering/exiting each of the four lateral site-scale model boundaries and along the top boundary (Q, precipitation recharge). Transient basin-model simulations demonstrate that, despite significant pumping within the site-scale model region, fluxes predicted by the basin model across the site-scale model boundaries do not change significantly with time. Rather, pumping is offset by a combination of release from storage and reduced discharge to the Rio Grande (Table 2). To allow for the possibility that recharge is distributed differently at the site scale than at the basin scale, we allow $z_{\text{min}}$ to vary during site-scale model calibration.

For the analyses presented in this paper, we use a relatively simple method of mapping fluxes at lateral site-scale model boundaries. Our method is spatially explicit; fluxes predicted by the basin model at each node corresponding to lateral site-scale model boundaries are mapped directly onto the corresponding site-scale model node. Site-scale model boundary nodes without corresponding basin nodes are modeled as no-flow. A more sophisticated flux mapping scheme, such as one that would distribute fluxes from each basin node to the multiple corresponding site-scale boundary nodes, might be necessary in situations where a high degree of accuracy is important very close to the model interface.

We first test our flux-mapping methodology using a site-scale model with exactly the same grid resolution as the basin-scale model. Using identical model parameters, these two models produce exactly the same head distributions. Mapping the same fluxes onto the high-resolution site-scale model, however, produced changes in these heads. Figure 5 shows the difference between basin- and site-scale model head predictions at the top of the model. These differences are primarily due to the enhanced detail in the site-scale representation of hydrostratigraphy. This scaling effect causes differences in the effective permeability of some units. The effect of differing representation of the Pajarito Fault zone is particularly evident, as a sharp increase in model error occurs west of the fault zone (Figure 4). In addition, our simplified flux mapping scheme causes relatively small and localized errors near model boundaries.

Parameter Estimation

A major component of our analysis is the estimation of parameters for both basin- and site-scale models. We applied the code PEST (Doherty 2000), which allows us to quantitatively estimate not only the model parameters that
provide the best model-data fit, but also the uncertainty of these parameter estimates and the corresponding contribution to uncertainty associated with any model prediction. The code uses the Levenberg-Marquardt (Levenberg 1944; Marquardt 1963) optimization algorithm. The objective function subject to minimization is defined as

$$\Phi = (c - f(b))^TW(c - f(b))$$

where c is a vector \([N \times 1]\) of optimization targets, b is a vector \([M \times 1]\) of model parameters, W is a diagonal weight matrix \([N \times M]\), and f is our nonlinear model. By minimizing \(\Phi\), the algorithm searches for the optimal parameter set \(b\) that provides the best fit between simulated \(f(b)\) and measured \(c\) quantities. The optimal parameter set \(b\) will be also maximum likelihood if the residuals \(c - f(b)\) are unbiased and normally distributed as well as if the model \(f\) is linear. The vector of optimization targets includes (1) predevelopment (no pumping) steady-state heads and fluxes to the rivers along reaches, and (2) transient heads over a 50-year development period (Keating et al. 2000a). For the purposes of computational efficiency, we compare simulated to measured heads at time intervals varying from 5 to 20 years. The vector of estimated model parameters includes the recharge parameters \((Q, Z_{max}, Z_{min})\), permeability \((k)\) of the various hydrostratigraphic units; and the globally uniform specific storage \((S_y)\). The total recharge \(Q\) available to the site model is determined by the basin model; during site model calibration, we allow only redistribution of \(Q\) over the model domain by varying \(Z_{max}\). The weight matrix \(W\) defines the relative weight of each optimization target. The weights of steady-state and transient heads vary from 0.3 to 3 m\(^{-1}\) and depend on the subjective assessment of the measurement errors. TI weights of flux targets are based on the standard variate of baseflow records. Common targets for both models ha
The basin-scale inverse model analyzed 38 model parameters that include three recharge parameters, 35 permeabilities, and one specific storage. Our inverse analyses demonstrated that the data support the conceptual model that little or no recharge occurs at low elevations; in fact, Zmin can be identified to within a few hundred meters. However, the data do not support the existence of a transitional zone between areas of no recharge (ζ = 0) and constant recharge fraction (ζ = 1), as defined in Equation 2. Therefore, we set Zmax equal to Zmin, and the number of recharge parameters is decreased to two. The 35 permeabilities are defining the properties of 23 hydrostratigraphic units and two fault zones. All the units and fault zones are assumed to be uniform; most are assumed to be isotropic. For some, we have attempted to distinguish between horizontal and vertical permeability components, but the available data allow this only for two of the Santa Fe Group sub-units (Palio river deposits and West). Analyses of parameter sensitivities and covariance eigenvectors (Keating et al. 2000a) suggested that the available data could not support the degree of detail present in the hydrostratigraphic model; nine of the defined zones (eight units and one fault zone) should be combined with other zones. After simplifying the model structure in this way, the number of permeabilities estimated by the inverse model is 18 (14 isotropic units, including the Pajarito Fault Zone, and two units with horizontal and vertical components), as shown in Table 3. As shown in the table, most of the parameters are log10 transformed in the estimation process.

The parameter estimates and their respective 95% linear confidence intervals (confidence limits are defined as estimated value ± confidence intervals) are listed in Table 3 and illustrated in Figure 6. Our parameter estimation errors ranged widely. For example, recharge parameters, Zmin and Q, are estimated with the high certainty; the corresponding value of α is 8.4%, which is close to the values reported in the literature (Anderholm 1994; Wasiolек 1995). The permeabilities of the very deep hydrostratigraphic units in the basin (below any wells) are poorly constrained (Basement, PM). Details about the analysis of inverse model results can be found in Keating et al. (2000a). By means of eigenvector analysis of estimation errors, we demonstrated that the uncertainty for some of the units is predominantly due to the cross-correlations of estimation errors rather than low parameter sensitivities to the observations. Comparisons between inverse models with and without the transient targets demonstrated the importance of the transient head data in reducing estimation uncertainty for several key hydrostratigraphic units. Analyses of partial derivatives of observations with respect to parameter sensitivity (Jacobian matrix) demonstrated the importance of the flux targets in constraining most of the estimated parameters.

The basin-model matches of the head and flux targets are presented in Figures 7, 8, and 9, respectively. The figures demonstrate that our model represent the observed data well. There are two outliers in Figure 7 that are associated with wells far from regions of interest (northern por-
tion of the basin) and could be due to measurement errors (perched versus regional aquifer measurements). Figure 8 presents the spatial distribution of residuals for the predevelopment simulations. The weighted residuals between simulated and observed measurements are unbiased (centered around zero) and their distribution is close to normal. The descriptive statistics and normality test results are listed in Table 4. The test for normality of the residual distributions is performed using the Kolmogorov-Smirnov nonparametric test (Hoflander and Wolfe 1973). The Z value is calculated from the largest absolute difference between the observed and the theoretical (in this case normal) distribution. Because the p-value (asymptotic significance level) for the test is greater than 5%, the hypothesis that the residuals are normally distributed cannot be rejected.

Most of the site- and basin-model permeability estimates are similar. However, there are substantial discrepancies for the vertical permeability of Santa Fe Group (west) and permeability of Cerros del Rio basalts; the site-model estimate for the basalts is outside the confidence limits estimated by the basin model. Many factors may be contributing to the disparity in the model estimates: different grid resolution (Figure 3), which affects the delineation of hydrostratigraphic units and spatial representation of observation targets, and differences in the calibration set. All the calibration targets used in the site model are also defined in the basin model; the sum of squared residuals for the common targets in both models are similar (Table 1). Overall, the site-model estimates are associated with higher uncertainty compared to the basin model. Additional data would be needed to decrease the estimation uncertainty of model parameters.

### Uncertainties in Basin-Scale Flux Predictions

As described earlier, we use the basin model to estimate boundary fluxes for the site-scale model. These estimates, like any other model predictions, are undoubtedly uncertain. Possible sources of uncertainty include conceptual model errors, parameterization errors, discretization (grid-resolution) errors, measurement errors, and uncertainty in model parameters (Carrera 1984). Owing to low model sensitivity and correlations among parameter estimates, there may be multiple parameters sets that produce equally well-calibrated results (as measured by our objective function), but provide quite different predictions.

One way to address this problem is through sensitivity analysis. However, sensitivity analysis of model parameters to the predictions provides us with information only about the degree of dependence between the parameters and the predictions in the close vicinity of the optimal estimates. Therefore, sensitivity analysis has limited applicability due to nonlinearity of the forward problem and the cross-correlations between estimates. A better approach is to estimate the nonlinear confidence limits of our predictions (Vecchia and Cooley 1987). We have performed this using the predictive analysis tool in PEST (Doherty 2000), which estimates uncertainty in the model predictions by constrained nonlinear optimization of the inverse model. The predictive algorithm in PEST allows estimation of a set of model parameters that not only reproduce observations within a specified tolerance but also either maximize or minimize the analyzed prediction. The search in parameter space is performed within a predefined limit of the objective function. The analysis allows an efficient, though computationally intensive, way to determine the impact of parameter uncertainty on the model predictions. The prediction $p$ is defined as

$$p = f'(b)$$

where $f'$ is our model under predictive conditions. We search for $b$ that either maximizes or minimizes $p$ subject to the constraint

$$[c - f(b)]^T W [c - f(b)] \leq \delta \Phi_{\text{min}}$$

where $\Phi_{\text{min}}$ is defined for the maximum likelihood estimates $b_{\text{ML}}$ using Equation 5, and $\delta$ is defined as (Bard 1974)

$$\delta = \frac{1}{N - M} \frac{1}{F(a(N, N - M)) + 1}$$

where $F$ is the F distribution and $a$ is the confidence level. Due to nonlinearity of our model, the optimal estimates $b_{\text{opt}}$ obtained in the optimization process are not strictly maxi-
maximum likelihood estimates. However, we take \( b_{opt} \) to be an approximation of \( b_{ML} \), as typically done in the literature (Carrera 1984). The nonlinear constrained optimization is solved as an iterative Lagrangian problem as proposed by Vecchia and Cooley (1987). The obtained range in predictions represent the nonlinear confidence limits. Previous applications of this approach can be found in Keating et al. (2000b) and Vesselinov et al. (2001, 2002).

We apply this approach to estimate the nonlinear confidence limits of predicted predevelopment flux across each of lateral site-model boundaries using the basin inverse model. Figure 10 shows the predictions and their uncertainty. Figure 10 illustrates the relatively high certainty for the predicted north and south fluxes and the relatively low certainty for the predicted flux across the western boundary. The high uncertainty in the western flux is partially due to the overall direction of the ground water flow, which within the site-scale domain is from west to east. More important, the western flux is almost entirely controlled by the permeability of the Pajarito Fault (Figure 4), which is associated with relatively high uncertainty (Table 3). In our analysis, we have included the east site model boundary, which is located beneath the constant head boundary. It is commonly assumed under similar ground water conditions that there should be a ground water divide beneath the river so it can be represented in a model as a no-flow boundary (Freeze and Cherry 1979). However, our analysis suggests that there is flow beneath the river and its uncertainty is relatively high (Figure 4) because of the heterogeneity of medium properties and the spatial distribution of precipitation recharge. More detailed analysis of this phenomenon and its impact on the distribution of ground water resources can be found in Vesselinov and Keating (2002).

For the purpose of comparison, we have also computed the 95% linear confidence intervals (Seber and Wild 1989, p. 193) of predicted flux across each of lateral site-model boundaries. We found that the linear confidence intervals not only significantly overestimated the uncertainty (two order of magnitudes higher than the nonlinear intervals, defining a wide range of unrealistic fluxes) but also were uncorrelated with the nonlinear counterparts (linear intervals predict the highest uncertainty to be associated with the southern flux, which has low uncertainty according to the nonlinear analysis).

Given the uncertainty in predicted lateral fluxes evident in Figure 10, we can test the sensitivity of site-scale model predictions to this range of possible boundary fluxes. Here we present one sensitivity analysis, using advective transport simulations at the site scale. We use particle tracking to determine the advective travel time from a site near the western boundary of LANL to the discharge point (Rio Grande). Elsewhere, we have demonstrated (Keating et al. 2000) that these travel times are very sensitive to uncertainty in model parameters (recharge, permeability, and porosity). Here, we investigate sensitivity to fluxes at model boundaries. To accomplish this, we simulate transport using six flow fields, each with boundary conditions specified according to the results shown in Figure 10. It must be stressed that each predictive analysis result provides flux estimates not only for the boundary of interest but also the other three. We compared travel times predicted by the calibrated model to the times predicted using each of the six flow fields representing “extreme” boundary fluxes and found that results differed by 20% or less. This variation is much lower than that due to other uncertain model parameters (Keating et al. 2000). This result allows us to concentrate on other sources of model uncertainty in our future analyses. It is important to note, however, that this result is specific to this particular model prediction and cannot be generalized to other model applications.

Conclusions

We have presented a high-resolution site-scale model nested within a basin-scale model, coupled via fixed-flux conditions at all site-model boundaries. Hydrostratigraphy for both models is derived from a single three-dimensional geologic model. However, because of differences in grid resolution the hydrostratigraphy is represented with greater detail in the site-scale model. Because of this, if the two models are parameterized identically there will be differences in simulated heads.

The basin-scale model provided not only estimates of the coupling fluxes along the site-scale model boundaries, but also provided important information about their predictive uncertainty. We use inverse modeling to estimate the parameters and their uncertainty for the two models. The results show that parameter estimates are similar overall but there are some specific differences. Parameter uncertainty is quite different at the two scales. This is due to several factors, including differences in the resolution of the model grids (scale of parameter estimation and differences in spatial representation of calibration targets) and differences in the number and types of calibration targets. Therefore, we caution against application of permeability estimates obtained by basin-scale modeling for predictions using a nested site-scale model, and vice versa.

Figure 10. Fluxes across lateral site-model boundaries predicted by calibrated basin model; error bars represent the 95% nonlinear confidence intervals of estimates.
We have applied a robust (although computationally intensive) method to evaluate the uncertainty in our basin-scale model predictions of fluxes to the site-scale model. This method is preferable to conventional sensitivity analysis because it explicitly considers uncertainty in all parameters and results are limited to combinations of model parameters that fall within specified model calibration criteria. Through this exercise, we have determined that fluxes to some lateral site-model boundaries are quite well constrained by basin-model predictions; however, other lateral boundaries are far more uncertain. Site-scale model predictions of advective travel times are relatively insensitive to the uncertainty in these boundary fluxes; therefore, other sources of uncertainty should be given higher priority for future work.

Future work on the coupling of basin- and local-scale inverse models will include more rigorous analysis of propagation of uncertainty between the models, and evaluation of not only prediction but also estimation uncertainty in the local-scale inverse model due to uncertainty in the coupling predicted by the basin-scale inverse model.
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