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ABSTRACT I Concentrations of contaminants in sediment 
deposits can have large spatial variability resulting from 
geomorphic processes acting over long time periods. Thus, 
systematic (e.g., regularly spaced sample locations) or 
random sampling approaches might be inefficient and/or 
lead to highly biased results. We demonstrate the bias 
associated with systematic sampling and compare these 

Contaminants can enter fluvial systems in a number 
of ways that include erosion or leaching of mine tail­
ings, effluent discharges from point sources, surface 
runoff from nonpoint sources, redistribution of air­
borne particulates, or discharges of contaminated 
groundwater. Some of these contaminants originate as 
solid particles and others start in solution and eventu­
ally bind to particles. Once in streams or rivers, parti­
cle-bound contaminants are subsequently redistributed 
by fluvial processes. Particles carried by floods can be 
transported long distances from the source and rede­
posited in the channel or on adjacent floodplains 
(Lewin and Macklin 1986; Marron 1992; Graf 1994, 
1996; Rowan and others 1995; Miller and others 1998; 
Marcus and others 2001; Malmon and others 2002; 
Reneau and others 2004). During this process, the 
contaminated particles are mixed with sediment from 
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results to those achieved by methods that merge a geo­
morphic approach to evaluating the physical system and 
stratified random sampling concepts. By combining these 
approaches. we achieve a more efficient and less biased 
characterization of sediment contamination in fluvial sys­
tems. These methods are applied using a phased sampling 
approach to characterize radiological contamination in 
sediment deposits in two semiarid canyons that have re­
ceived historical releases from the Los Alamos National 
Laboratory. Uncertainty in contaminant inventory was used 
as a metric to evaluate the adequacy of sampling during 
these phased investigations. Simple, one-dimensional 
Monte Carlo simulations were used to estimate uncertainty in 
contaminant inventory. We also show how one can use 
stratified random sampling theory to help estimate uncer­
tainty in mean contaminant concentrations. 

other sources and are sorted by particle size, resulting 
in spatial variations in contaminant concentrations on 
the landscape. Subsequent floods can partially erode 
and remobilize contaminated sediment deposits, mix­
ing the particles with upstream sediment, or can bury 
them with younger sediment. The result of floods act­
ing over many years, combined with temporally varying 
releases of contaminants from their sources, is a com­
plex, spatially heterogeneous pattern of contamination 
in fluvial deposits that pose special problems for 
characterization. Contaminant heterogeneity exists 
over many spatial scales, including scales of centime­
ters to meters in a vertical profile and meters to kilo­
meters longitudinally along a fluvial system. To be most 
effective at characterizing contaminants in fluvial sys­
tems, sampling strategies need to explicitly incorporate 
an awareness of this inherent geomorphic variability 
(Miller and others 1996; Ladd and others 1998; Rhoads 
and Cahi111999). 

One approach for investigating complex and het­
erogeneous sediment deposits has been developed and 
applied in semiarid fluvial systems within and near the 

at(le.r a boratory (LANL) in northern 
[5~ ~ c . THis roach combines detailed geo-
U:mWrpfircally based investigations with statistically 
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based sampling and data analysis to efficiently address 
a series of objectives. These objectives include devel­
oping and refining conceptual models of contaminant 
distribution and transport, evaluating the potential for 
adverse effects on human health and the environment, 
and evaluating potential remediation alternatives. Of 
particular importance is the need to obtain represen­
tative concentrations of contaminants from a hetero­
geneous system that are of sufficient quality for use in 
,-isk assessments and decision-making. 

This article focuses on the investig-.d.tion of sediment 
deposits along 19 km of Los Alamos and Pueblo can­
yons upstream and downstream from LANL contami­
nant sources. It includes discussion of both the 
geomorphic approach to sediment characterization 
adopted here and the statistical approach used to 
guide sample collection and evaluate contaminant 
sample results. Key aspects of the geomorphic ap-

. proach are to select investigation areas or reaches 
spaced along the fluvial system and to map and char­
acterize sediment deposits or geomorphic units within 
these reaches. This article illustrates how measures of 
uncertainty in indicator contaminant concentrations 
are tracked through sampling phases and how this 
information is used to guide additional sampling in a 
multiphase sampling campaign. Geomorphic informa­
tion was used to quantitatively define sampling needs 
using simple statistical formulas, and information was 
collected to test key assumptions and to help reduce 
uncertainties in contaminant concentrations and 
inventory. In this article, we also compare results using 
the geomorphic approach to results from other meth­
ods previously used to characterize contamination in 
these canyons. 

It is important to note we use the term "uncer­
tainty" to include both "variability" (uncertainty in 
average concentration resulting from inherent heter­
ogeneity within a geomorphic unit) and "incertitude" 
(uncertainty resulting from incomplete knowledge). 
Incertitude can be reduced through more complete 
characterization, but variability cannot be reduced. For 
the purposes of this article, we are evaluating total 
uncertainty and not distinguishing between these two 
categories. 

Study Area 

The study area includes 19 km of canyon within the 
152-km2 Los Alamos Canyon watershed, including the 
major tributary of Pueblo Canyon and smaller tribu­
taries to Los Alamos and Pueblo canyons (Figure 1). 
Los Alamos Canyon heads in the Jemez Mountains and 
drains east across the Pajarito Plateau to the Rio 

Grande, a major regional river. These canyons have 
received contaminants from LANL technical areas and 
the Los Alamos town site and also from higher eleva­
tion areas to the west. Significant contaminant releases 
began with initiation of the Manhattan Project in 1943, 
during World War II. The largest amounts of contam­
inants were released from laboratory facilities in the 
1940s to the 1960s, with declining amounts in sub­
sequent years. 

Methods 

The technical approach for sediment characteriza­
tion used here was modified from the "representative 
reach" concept of Graf (1994), using a geomorphic 
examination of a series of discrete reaches or segments 
of the canyon bottom. These reaches extend from the 
contaminant sources downstream to the Rio Grande 
and are used to document general spatial trends in 
contaminant concentrations and inventory. Based on 
these criteria and using aerial photographs, previous 
sediment characterization data, and field surveys, 34 
sampling reaches were established to characterize the 
Los Alamos and Pueblo watershed (Figure land Ta­
ble l). Table 1 summarizes the estimated volume of 
post-1942 sediment (sediment postdating initiation of 
the Manhattan Project) in each of the reaches, their 
location relative to the Rio Gr<inde, and the primary 
contaminant~ in each reach. Sediment volume is esti­
mated from geomorphic mapping and characteriza­
tion that delineates the spatial extent and thickness of 
post-1942 sediment deposits (Reneau and others 
1998a, 1998b, 1 998c, 2004; Katzman and others 1999; 
LANL 2004). A number of methods are used to 
delineate the areas of these deposits, including exam­
ination of historical aerial photographs, observations of 
topographic and vegetation breaks, flood deposits, and 
flood debris, and analytical measurements of contam­
inants. Thickness of sediment deposits is typically 
measured at channel bank exposures and in soil pits. 

The contaminant data from these reaches provide 
estimates of contaminant inventory (amount) and 
concentration over multiple spatial scales. The broad­
est scale represents inventory or concentration for af. 
fected media in the entire watershed, and one can also 
estimate inventory or concentration for a subwater­
shed. Another useful spatial scale is the inventory or 
concentration for each reach. Evaluations are also 
possible at smaller scales (geomorphic unit, sediment 
facit:s, and flood layer). Because contaminants in this 
study are measured for sediments within reaches, 
assumptions about the unsampled parts of the wa­
tershed or subwatershed are needed to estimate 
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Table 1. Summary of investigation reaches in Los Alamos and Pueblo canyons 

Estimated post-
Distance from Reach 1942 sediment Primary 

Subwatershed Reach Rio Grande• (km) length (km) volume (m3
) contaminantsb 

Acid Canyon AC-1 19.3 0.04 827 PAHs' 
AC-2 19.2 0.09 779 PAHs 
ACS 19 0.29 686d Pu-239,240 
AC-3 18 0.42 1320 Pu-239,240, PCBs' 

DP Canyon DP-1 West 16.1 0.07 210 PAHs 
DP-1 Central 16.3 0.10 124 PAHs 
DP-1 East 15.5 0.10 323 PA.fls 
DP-2 14.4 0.32 2400d Cs-137, Sr-90 
DP-3 13.8 0.21 446 Cs-137, Sr-90 
DP-4 13.1 0.45 1220 Cs-137, Sr-90 

Los Alamos Canyon LA-O 19 0.12 n.c/ None 
LA-I Far West 18.0 0.21 n.c. None 
LA-1 West Plus 17.5 0.14 633 None 
LA-I West 16 0.37 2730 None 
IA-1 Central 15.7 0.39 1890 None 
LA-I East 14.8 0.43 2720 None 
LA-2 West 13 0.21 1300 None 
LA-2 East 12.6 0.68 4720d Cs-137, Sr-90 
LA-2 Far East I 1.5 1.00 12200 Cs-137, Sr-90 
LA-3 West 10 0.49 3350 Cs-137, Sr-90 
LA-3 East 9.32 0.44 2160 Cs-137, Sr-90 
LA-4 West 6.04 0.52 5160 None 
LA-4 East 5.05 0.29 2620 None 
lA-S 0.88 1.4 I 119000 None 

Pueblo Canyon P-1 Far West 18.1 0.10 n.c. None 
P-1 West 17.9 0.32 n.c. None 
P-1 East 17.7 0.51 3540 Pu-239,240, PAHs 
Walnut Canyon 17.5 0.06 n.c. None 
P-2 West 14.6 0.51 9060 Pu-239,240 
P-2 East 13.3 0.46 21800 None 
P-3 West 11.4 0.51 17300 Pu-239,240 
P-3 Ea~t 10.4 0.54 37500 None 
P-4 West 9.49 0.52 51400 Pu-239,240, PA.fls 
P-4 East 8.6 0.60 42200 None 

<'~Approximate distance to midpoint of reach. 
•cancer risks >lE-5 or radiation dose levels >15 mrem/year for residential land use using maximum sample results, and the analytes listed 

contribute >90% of the estimated cancer risk or dose. 
'Polycyclic aromatic hydroc.arbons. 
dBefore sediments were removed in remediation activities. 
'Polychlorinated biphenyls 
fn.c. ~not calculated (reaches with no significant contamination). 

the concepts behind statistical sampling for stratified 
populations with a detailed understanding of contam­
inant distribution based on geomorphic processes. 

We followed these steps during the phased reach 
investigations: 

a. Conduct initial gewunphic mappmg. In each reach, a 
detailed map was made showing the spatial distri­
bution of post-1942 sediment deposits, with the 
reach subdivided into geomorphic units with vary­
ing physical characteristics and/or varying con­
taminant concentrations. The three basic 
geomorphic subdivisions used in this investigation 

are active channels, abandoned channels, and 
floodplains, and the relations of these units in one 
reach are illustrated in Figure 2. Active channels 
("cl") refer to areas inundated during frequent 
flows under current conditions, which are typically 
not vegetated. Sediment here is dominated by 
coarse to very coarse sand and gravel (coarse facies 
sediment). Abandoned channels ("c2," "c3," etc.) 
refer to areas occupied by the stream channel 
sometime since initial contaminant releases (post-
1942), but abandoned following channel migration 
and/or channel incision. These areas are usually 
vegetated, and sediment here typically includes 
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mean and standard error of the stratified mean 
concentration based on Equations 5.3 and 5.5 in 
Gilbert ( 1987) and presented here as Equations 3 
and 4 

(3) 

where: 
X,., = stratified mean; 
X!, = mean of the hth stratum or sampling unit; 
vh = volume of the hth stratum or sampling unit; 
lltotaJ = total volume; and 
ah = mean concentration in the ht.h stratum or 
sampling unit. 

(4) 

s(X,,)=standard error of the stratified mean; 
vh =area (or volume) of the hth stratum or sam­
pling unit; 
lltotai =total area (or volume); 
crh = standard deviation of concentJ·ation in the 
hth stratum or sampling unit; 
nm = number of samples in the hth stratum or 
sampling unit; and 
L = the total number of stratum or sampling units 
considered. 
Equations 3 and 4 can be used to calculate the 
standard error for the additional data being plan­
ned and to calculate the standard error based on 
the combination of existing data and additional 
data. The only modification for using these for­
mulas with additional data plus existing data is that 
the number of samples per stratum will depend on 
the previous sample allocations to the geomorphic 
units. 

c. Determine number of sampks needed to reduce uncer­
tainty. To determine the number of samples to 
collect, uncertainties in the weighted mean con­
centrations and in the standard error of the mean 
were explored using one-dimensional Monte Carlo 
simulations with the Crystal Ball'" add-in to 
Microsoft Excel™. Uncertain variables in these 
simulations included the standard deviations and 
the thickness of contaminated sediment. Distribu­
tions of the uncertain variables were either based 
on existing data or professional judgment. The 
distributions used in these simulations might in­
clude normal (N), lognormal (LN), exponential 
(EXP), uniform (U), discrete (D), or extreme value 
(EXTREME). It is beyond the scope of this article 

to provide a specific rationale for the distributions 
and parameters selected for each uncertain vari­
able, but selected uncertain variables will be dis­
cussed in some detail to illustrate the process for 
developing these distributions. For example, the 
concentrations of contaminants within a geomor­
phic unit were analyzed to detem1ine mean con­
centrations and the standard error of the mean. 
These data were also evaluated using goodness-of­
fit testing protocols available in Crystal Ball. We also 
used theoretical arguments and knowledge about 
environmental contamination to select certain 
underlying distributions (e.g., the lognormal is a 
typical distribution for environmental contaminant 
concentrations). Sensitivity analyses are recom­
mended to determine the impact of various statis­
tical distributions on the results. Where there was 
little information on which to base the statistical 
distribution, a uniform distribution was selected. 
Geomorphic unit areas are treated as fixed values 
because the areas are relatively well defined, and, in 
particular, the total area of post-1942 sediment 
deposits are typically well constrained by topogra­
phy. Simulation result variables or "forecasts" (the 
Crystal Ball terminology for simulation results) 
were exported and the simulation results were 
evaluated using other software, including Microsoft 
Excel andJMP™ statistical software. The fraction of 
samples per stratum was calculated using Equa­
tion 2 and the number of samples per stratum ( nh) 

was calculated by multiplying the number of sam­
ples (n) times the fraction per stratum. The strati­
fied standard error was calculated based on 
Equation 4 for the additional samples (nh) and for 
the additional samples plus the existing samples ( nh 

+ no1d). We also calculated the stratified mean 
based on Equation 3. 

d. Collect additional samples. Samples are collected 
based on the statistical calculations for the indica­
tor contaminants, and additional samples are also 
collected to test aspects of the geomorphic con­
ceptual model of historical contaminant transport 
and to provide data on the nonindicator contami­
nants. Samples were generally collected from a 
subset of locations previously examined as part of 
geomorphic characterization. In some cases, addi­
tional test pits were dug or stream bank locations 
were described to provide a larger set of potential 
sample sites. The exact sample locations were se­
lected judgmentally instead of randomly to provide 
good spatial distribution and to include represen­
tative sediment layers in each unit. 
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e. Determine uncertainty in inventary and initial risk esti· 
mates using Monte Carlo simulations. Contaminant 
results from the previous sampling events are ana· 
lyzed for several purposes. Sample results are as· 
sessed to determine if geomorphic deposit area or 
thickness should be revised. Average contaminant 
concentrations are estimated for each geomorphic 
unit. The inventory of indicator contaminants is 
calculated using available data on area, thickness, 
bulk density, and average concentration. Uncer­
tainty in contaminant inventory is calculated using 
Monte Carlo simulation methods similar to those 
presented in step c, with the addition of bulk 
density that is needed for the inventory calcula­
tions. Bulk density is assumed to be a fixed 
parameter, and it differs between coarse-grained 
and fine-grained sediment deposits. Distributions 
of the uncertain variables were selected based on 
existing data or professional judgment as stated in 
step c. Simulation result variables were exported 
and the simulation results were evaluated using 
other software, as discussed in step c. 

f. Determine if additional samples are ne,eded to reduce 
uncertainty. Uncertainty in contaminant inventory, 
initial risk estimates, and the conceptual model are 
evaluated along with data quality to determine if 
additional data are needed. Specific limits on 
uncertainty in inventory or risk were not developed 
for this project, although vai"ious methods are 
available from the simple usc of thi"esholds to more 
complex decision analysis tools. If additional data 
are determined to be needed based on a review of 
contaminant inventory and risk estimates by the 
project team, then the process repeats at step b with 
the revised estimates of geomorphic unit area, 
thickness, and concentrations. 

These steps are illustrated with examples from se· 
lected investigation reaches. Reaches l.A-2 East and P-4 
West were selected because they co.ntain the two pri­
mary radiological contaminant~ in this watershed and 
are also two of the more intensively investigated areas. 

The results from the geomorphic approach were 
also compared to results obtained from other investi­
gations in these canyons. As an example, we compared 
sample results from investigations of plutonium-
239,2401 concentrations in reach ACS (south fork of 
Acid Canyon) that spanned moi"e than two decades. 
The o~jective of all of these investigations was to 
determine the concentrations of contaminants in 
locations downstream from the contaminant source. 
The f1rst investigations were conducted under the 
Formerly Utilized Sites Remedial Action Program 

(FUSRAP). Samples were collected systematically in 
1977 along transects intei"Secting the ephemer.al stream 
channel, and transect locations wen: positioned in a 
geometrically increasing distance (20 m, 40 m, 80 m, 
etc.) from the contaminant source (Stoker and others 
1981). Latei" sampling in I"each ACS was conducted as 
part of a Resource Conservation and Recovery Act 
(RCRA) Facility Investigation (RFI). The RJll samples 
were collected systematically in 1992 and 1993 from 
transects at several locations down the stream channel 
(lANL 1996). Samples were subsequently collected in 
reach ACS by the New Mexico Emironmcnt Depart­
ment (NMED) in 1999 using a biased sampling ap­
proach that included aspects of the geomorphic 
approach (Yanicak and others 1999). NMED sample 
locations were selected after a visual survey of the 
sediment deposits in reach ACS and samples were 
collected from fine-grained deposits that generally 
have higher contaminant concentrations. Finally, 
samples were collected in 1999 following the geomoi"­
phic appwach outlined in this article (Reneau and 
others 2000). All of these studies used the same basic 
laboratory techniques, specifically alpha spectroscopy 
following standard acid digestions. In addition, all 
standard quality control and quality assurance proto­
cols were followed in these studies, including analysis 
of spikes and blanks. Sample collections methods were 
all basically the same and used stainless-steel scoops to 
collect the sample, which was homogenized and split 
into aliquots for laboratory analysis. Thus, data col­
lected in reach ACS provide a comparison of systematic 
sampling approaches to the geomorphic approach. 

We also used simulations to estimate how uncer­
tainty in contaminant inventory would change based 
on the sampling approach. One set of simulations was 
used to sample the data represented by various geo­
mmphic units in pmportion to their relative volumes. 
Another set of simulations was used to sample geo­
morphic units in proportion to their relative areas. 
Thus, these simulations provide a comparison to ran· 
dom sampling within the area of contaminated sedi­
ments to the complete geomorphic assessment and 
charncterization. These sampling simulations consisted 
of the following steps: 

l. Assemble information for the geomorphic units in 
a I"each: area, thickness, and contaminant concen-

'Isotopes plutonium-239 and plutonium-240 are unre­
solved by alpha spectroscopy, although thermal ioniza· 
tion mass spectrometry analyses indicate that 98.5% of 
the plutonium-239,240 in Pueblo Canyon consists of 
plutonium-239 (Gallaher and Efmd 2002). 



8 R. T. Ryti and others 

tration. For the purposes of these simulations, we 
assumed that contaminant sample results for each 
geomorphic unit are derived from a lognormal 
statistical distribution, which is a common distri­
bution for environmental contaminant data. The 
parameters of the lognormal distribution were 
determined by the available data for each geo­
morphic unit. 

2. Use a loop of j = 1200 simulations to collect a set of 
n samples of contaminant data. This loop constj­
tutes the "outer" loop in the programming sense. 

3. Use a loop of i = 1, n samples ( n = 10, 20, 40, or 80) 
for each of the j simulations (step 2) collected at 
random from the geomorphic units. This loop 
constitutes the "inner" loop in the programming 
sense. Geomorphic units are selected at random 
with probability of selection equal to the relative 
area or volume of the geomorphic units. The 
associated value obtained from a selected unit is a 
simulation result from the probability distribution 
for that unit. The average of the different inventory 
estimates and other summary statistics were calcu­
lated from each set of samples. 

The simulatjons were implemented using the boot­
strap tool of Crystal Ball, which is a two-dimensional 
Monte Carlo procedure using probability distribution 
models for the uncertain va•·iables. Simulation result 
were saved and were evaluated with by calculating 
standard summary statistics and creating plots using 
other software, including Microsoft Excel and JMP 
statjstical software. 

Note on unit5: The nonmetric unit curie (Ci) is used 
in this articler to describe concentrations and amounts 
of radionuclides instead of the metric unit becquerel 
(Bq), because analytical laboratories in the United 
States repon concentrations ofradionuclides in units of 
picocuries per gram (pCi/g) (1 pCi/g = 0.0367 Bq/g). 
This convention also simplifies comparisons to other 
published studies (e.g., Graf 1994, 1996). 

Results 

Sample Allocation 

An example application of the statistical approach 
to sample allocation is provided for reaches P-4 West 
and P-4 East (Table 2 and Figure 3). This example uses 
one-dimensional Monte Carlo simulations to evaluate 
uncertainty in the expected standard error of the mean 
versus the number of additional samples collected. 
These simulations were performed using Crystal Ball, 
and the structure of the model and input values are 

provided in Table 2. Standard deviation and thickness 
of each geomorphic unit were assumptions or uncer­
tain variables in the Crystal Ball model. Geomorphic 
units appear twice in Table 2 where there is a fine and 
coarse sediment facies in that unit. Thus, geomorphic 
units represent the x and y dimensions on a map and 
the facies represenL~ the z or depth dimension. In some 
cases, a geomorphic unit might include more than one 
occurrence of a fine or coarse sediment deposit (e.g., a 
fine deposit with coarse deposits above and below). We 
also made the number of samples an assumption in the 
model, and this variable was also included as a result 
variable. The weighted mean concentration and the 
standard error of the mean were also identified as 
forecast variables. The result variables were exported 
from Crystal Ball into JMP for further statistical analysis 
and plotting (Figure 3). 

In the sample allocation example, the variables 
considered to be uncertain included the thickness of 
the geomorphic units and the standard deviation of 
the contaminant concentration in that deposit. Thick­
ness distributions are primarily based on measured 
thickness of post-1942 sediment deposits. If the stan­
dan! error of the mean is found to be sensitive to 
uncertainty in the thickness of some uniL~, it is rela­
tively simple and inexpensive to reduce uncertainty in 
the thickness with additional field measurements. The 
primary purpose of these simulations is to determine 
how the estimated uncertainty in mean contaminant 
concentrations will be reduced by additional collection 
and chemical analysis of sediment samples. Given that 
there is typically relatively little uncertainty in sediment 
deposit thickness, most of the uncertainty in the stan­
dard error of the mean will be related to uncertainty in 
the standard deviation of the contaminant concentra­
tion. In this example, the mean of the distributions 
selected for the standard deviation was based on point 
estimates of existing data-the standard deviations of 
the existing contaminant data. The variability of the 
standard deviation was selected by professional judg­
ment as either 40% or 50% of mean value. 

To evaluate how many more samples would be 
needed to characterize contaminant concentrations in 
the reach, plots showing the expected decrease in 
contaminant uncertainty with increasing numbers of 
samples were reviewed (Figure 3). All of these plots 
show a decrease in the estimated standard error with 
increasing sample numbers. The estimate standard 
error of the mean was calculated based on the pro­
jected allocation of additional samples (Figure 3b) or a 
combination of the existing samples and additional 
samples (Figure 3a). Because the standard error is 
most relevant as a relative proportion of the mean va-



Table 2. Volume-variance weighted stratified random sample allocation for Reaches P-4 West and East, using Gilbert (1987, Eq. 5.10). 

Binned Geomorphic Unit 

Reach 6 Name Facies Area Thickness"' Standard Proportion of Number of Unit Previous Unit standard Stratum Stratified mean 
(m') (m) deviation samples samples standard error samples error of mean calculation of 

of contaminant allocated allocated of contaminant collected in contaminant {.Xh) contaminant contaminant 
concentrations to unit (ji,) to unit (nh) concentrations s(X,.) unit concentration s(Xu) concentrations concentration s 
in unit using Equation 2 for nh only using (n..trl) for nh and n..td using Equation 3 
(SD) (crh)' Eql1ation 4 using Equation 4 

P4W cl,2.~ Coarse 9,900 0.5 I 4.4% 0.9 0.0080 37 0.0002 1.56 0.130 
c4a Coarse 8,060 I I 7.1% 1.4 0.0130 0 0.0130 1.56 0.212 
c1b,5 Coarse 8,090 I 4 28.5% 5.7 0.0522 4 0.0307 8.43 1.15 
fl Coarse 18.600 0.01 0.7% 0.1 0.0012 0 0.0012 8.43 0.027 
c6 Coanoe 4,900 0.8 3 10.4% 2.1 0.0190 2 0.0097 1.54 0.102 
cl,2,3,4a Fine 18,000 0.05 4 3.2% 0.6 0.0058 4 0.0008 5.69 0.086 
c4b,5,6.fl ,n a Fin~ 31,600 0.1 4 11.1% 2.2 0.0204 0 0.0204 14.0 0.746 

P-1F. rl,2,3 Coarsr 28,500 0.5 12.6% 2.5 0.0230 0 0.0230 1.56 0.375 
n,na Coarse 33,800 0.05 I.o% 0.3 0.0027 I 0.0006 1.56 0.044 
c3 Coarse 13,000 0.6 fJ.8% 1.4 0.0125 0 0.0125 1.56 0.205 
cl,2,3 Fine 28,500 0.05 1.3% 0.3 0.0023 0 0.0023 5.69 0.137 
n,na line 33.800 0.1 4 11.9% 2.4 0.0218 0.0081 5.69 0.324 
f2 l;ine 15,000 0.1 0.5 0.7% 0.1 0.0012 6 <0.0001 0.61 0.015 
Sums 20 0.43 58 0.35 3.55 

Nate: Cells highlighted in b!J.ck arc 1he assumptions used in the Cl)'Sta! Ball simulations, and the value in the cell is rhc cxpc<:tcd or mean value: of the dLmibution. The gray ceiL; are the Crystal Ball result varia hies. 
"P4W = P-4 West, P4E"' P-4 East. 
"Mean values ror the distributions for these assumptions were set to tJ1e value in this table. Specific distributions differed fo.- v.uious mean valuc.s: me.m"70:0.01, (lislfihutiorr=EXP(O.OI ); mean=0.05, distribu­
tion.-.Li'.l(0.05,0.Q3); mean=O.l, disbibution=LN (O.l ,0.05); mean;:;;O.S, distribution=LN(0.1,0.05) ~ mean=0.6, distribution-N(0.6,0.24); mean;:;0.8, distribution::::;N(0.8,0.32); mean::; l, distribution=N( 1 ,0.4). 
'The distribution usco:d for these assumptions were lognonnal with the mean ~tat the value in thi., tahl~ and the standard d~viation wa.~ 50% of the mean. 
ivlean values for the distributions for these assumptions were set to the value in this r.able. Specific distributions differed for various mean values: mean=0.61, distribution=EXTRE.ME(0.43,0.31); mean=L54, 
distrihution=LN(l.54,2.74); mean=l.56 distribution=LN(l.56,0.92); mean=5.69, distribution=LN(5.69,4.24); mean:::8.43, distribution::::LN(B.43.4.07); mean=14.0, distribution,LN(I4.0,17.0). 
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Figure 3. Plots showing the expected change in the standard 
error of the mean and of the CV (standard error divided by 
the mean} from I 000 Monte Carlo simulations. SE x­
bar = standard error of the mean; Nh = number of additional 
samples ; Nold = number of existing samples. Curves indicate 
a transformed fit of the natural logarithm of the standard 
error versus the square root of the number of additional 
samples (solid line}, and the 95% confidence limits for this 
curve (dashes). The intersection of the long, dashed lines 
indicate the estimated upper limit of the SE or CV at 20 
additional samples. 

lue, we also calculated the coefficient of variation (CV) 
as the ratio of the standard error divided by the mean 

(Figure 3c). For the example, a cursor line at 20 
additional samples shows the expected upper range in 
the standard error and the CV. If the CV upper bound 
of 20% were acceptable, then 20 additional samples 
would be allocated based on the optimal sample allo­
cations listed in Table 2. Other samples would also be 
planned to address uncertainties in the conceptual 
model or to evaluate the concentrations of other con­
taminants. 

Estimating Contaminant Inventory 

An example inventory calculation is provided for 
reach P-4 West in Table 3. This example uses one­
dimensional Monte Carlo in Crystal Ball to evaluate 
uncertainty in plutonium239,240 inventory. Pluto­
niurn239,240 inventory and the volume of contami­
nated sediments were identified as result variables . 

In the contaminant inventory calculation example, 
the variables considered to be uncertain included the 
thickness of the geomorphic units and the standard 
deviation of the contaminant concentration in that 
unit. Thickness distributions were discussed earlier 
relative to the sample allocation example. Consider­
ations for the thickness assumptions for inventory cal­
culations are basically the same as for sample 
allocation. The distributions selected for the average 
plutonium239,240 concentrations were based on 
available sample results for the geomorphic units. 
Sample results over several geomorphic units can be 
binned based on similarity of concentrations. These 
concentration bins typically reflect a similar time of 
deposition and contain similar ratios between indicator 
contaminants. An uncertainty multiplier was also used 
to account for the adequacy of the characterization 
(i.e., number of samples) for each binned geomorphic 
unit. The uncertainty multiplier was constrained to 
have an average value of 1 in all cases, but two types of 
distlibution were used as uncertainty multipliers to 

reflect professional judgment in the charactcri7.ation of 
those deposits. The specific distributions selected for 
the uncertainty multiplier had no theoretical basis, 
rather they were selected to represent uncertainty in 
characterization for well-sampled and poorly charac­
terized geomorphic units. One uncertainty multiplier 
was a uniform distribution between 0. 75 and 1.25, and 
this uncertainty multiplier was used for well-character­
ized bins. Another multiplier was used for more poorly 
characterized bins, and it was a discrete distribution 
that took on three values (0.5 at frequency 0.8, I at 
frequency 0.1, and 5 at frequency 0.1). The multiplier 
for the poorly characterized bins was constructed to 
have a skewed distribution, thus a small probability 
(10%) of a large multiplier (5). A wider range uniform 



Table 3. Example tnventory calculation for reach P-4 West illustrating the parameters assumed to be uncertain in the Monte Carlo simulations. 

Geomorphic c~omorphic Geomorphic Estimated Thickness Estimated Estimated Estimated Bin Estimated Estimated Percent 
unit name unit facies unit area average distribution volume gravel average average Pu-239,240 of total 

(m') thickness (m') fraction density Pu-239,240 inventory {uCi) 
(m) (%) (g/cm3) (pCi/g) 

cl Coarse 1,850 0.45 N(0.45,0.2) 833 15 1.25 1.56 1,380 0.84% 
clb Coarse 1,650 0.45 1\'(0.45,0.2) 744 5 1.25 1.56 1,380 0.84% 
c2a Coarse 274 0.45 N(0.45,0.2) 123 15 1.25 1.56 204 0.12% 
c2b Coarse 2,670 0.45 N(0.45,0.2) 1.200 15 1.25 1.56 1,990 1.21% 
c2c Coarse 3,180 0.45 N(0.45,0.2) 1,430 15 1.25 1.56 2,370 1.44% 
c3 Coarse 276 0.45 ]\' (0.45,0.2) 124 15 1.25 1.56 206 0.12% 
c4a Coarse 8,060 0.2 LN(0.2,0.1) 1,610 5 1.25 1.56 2,990 1.81% 

Bin I units cl,c2,c3 uncertainty multiplier D(.5,.8; 1 ,.1 ;5,.1 )• 

c4a Coarse 8,060 0.8 N(0.8,0.4) 6,450 1.25 1.56 12,000 7.25% 
Bin 1 unit c.4a uncertainty multiplierl D(.5,.8;1,.1;5,.1)• 

c4b Coarse 3,790 0.2 LN(0.2,0.1) 758 1.25 2 8.4 7,590 4.60% 
c5 Coarse 4,300 0.2 LN(0.2,0.1) 859 1.25 2 8.4 8,600 5.22% 
fl Coarse 12,900 O.oi EXP(O.Ol) 129 1.25 2 8.1 1,320 0.80% 
fla Coarse 5740 0,0] EXP(0.01) 57 1.25 2 8.4 587 0.36% 

Rin 2 unit.o; c4b,c5, n unccrrainty multiplier U(0.75,1.25) 

c4b Coarse 3,790 0.8 N(0.8,0.4) 3030 1.25 2 8.4 30,360 18.41% 
c5 Coarse 4,300 0.8 N(0.8,0.4) 3440 1.25 2 8.4 34,400 20.86% 

Bin 2 units c4b,Cc uncertainty multiplier I D(.5 .. 8;l,.l;5,.1)" 

c6 Coarse 4,900 0.8 N(0.8,0.4) 3920 1.25 3 1.5 6,980 4.23% 
Bin 3 unit c6 uncertainty multiplier U(0.75,1.25) 

cl Fine 1,850 0.05 LN(0.05,0.025) 93 1.04 5.7 549 0.33% 
clb Fine 1650 0.05 LN(O.O.o,O 025) R~ 1.04 4 5.7 490 0.30% 
c2a Fine 274 0.05 LN(0.05.0.025) 14 0 1.04 4 5.7 81 0.05% 
c2b Fine 2670 0.05 LN(0.05,0.025) 134 0 1.04 4 5.7 792 0.48% 
c2c Fine 3180 0.05 LN(0.05,0.025) !59 0 1.04 4 5.7 941 0.57% 
c3 Fine 276 0.05 LN(0.05,0.025) 14 0 1.04 4 5.7 82 0.05% 
c4a Fine 8060 0.05 LN(0.05,0.025) 403 0 1.04 4 5.7 2390 1.45% 

Bin 4 uncertainty multiplier U(0.75,1.25) 

c4b Fine 3,790 0.1 LN(O.l,0.05) 379 1.04 14 5,520 3.35% 
c5 Fine 4300 0.1 LN(O.l,0.05) 430 1.04 14 6,255 3.79% 
c6 Fine 4,900 0.2 LN(0.2,0.1) 979 0 1.04 14 14,260 8.65% 
fl Fine 12,900 0.05 LN(0.05,0.025) 643 3 1.04 14 9,083 5.51% 
fla Fine 5740 0.15 N (0.15,0.05) 862 3 1.04 14 12,169 7.38% 

Bin 5 uncertainty multiplier D(0.5,0.8; I ,0.1 ;5,0.1) • 
Total Volume 35000 Total Inventory 165000 100% 

in Reach P-4 West 

Pu-239.210 c-oncentration bins: bin 1 is LN(l.56, 0.92); bin 2 is LN(8.43, 4.03); bin :5 is LN(I.5, 2.7); bin 4 i9 LN(5.7, 4.2); bin 5 is LN(14, 17). 
"Discrete distributions arc provided as a list: value, and the probability of that value; and so fonh. 
No~: Cells highlighted in black are the assumptions used in the Crystal Ball simulations., and the val~ in the c-eU is the expected or mean value of the distribution. The gray cells. are the Cr)'Stal Ball result 
variables. The f2 geomorphic unit was excluded due to fts small contributi-on to contaminant inventory. 



distribution could also have been selected for the 
poorly characterized bins; a uniform distribution be­
tween 0 and 2 or U[0,2] is required to maintain an 
expected value of 1. 

Reach P-4 West was one of the more intensively 
investigated reaches and provides a good example of 
how estimates of contaminant inventory changed after 
sampling events (Figure 4). As measured by the range 
of 20th and 80th percentile estimates of pluto­
nium239,240 contaminant inventory, uncertainty in the 
plutonium239,240 inventory decreased as more sam­
ples were collected (Figure 4). Simple statistical sam­
pling models also predict this decrease in uncertainty, 
but it is worth noting that decreases in uncertainty are 
not a necessary outcome of our methods. One scenario 
where uncertainty might increase is where initial field 
reconnaissance underestimates key inputs in contami­
nant inventory (like thickness of geomorphic deposits 
with higher concentrations). In this case, estimates of 
inventory and uncertainty in inventory might be 
initially low and increase after characterization better 
defines the fluvial system. However, once the system is 
better defined, additional characterization should bet­
ter bound concentration, thickness, and area and ulti­
mately reduce uncertainty in contaminant inventory 
after each investigation phase. 

Comparison of Geomorphic Approach to Other 
Methods 

Because some of these reaches have been sampled 
previously, it is possible to make empirical compari­
sons of the geomorphic approach to other methods. 
One example is reach ACS, adjacent to a primary 
contaminant source, that was characterized using ei­
ther systematic sampling methods (FUSRAP or RFI) 
or biased sampling (NMED) or complete applications 
of the geomorphic sampling approach (this study). 
The primary goal of these studies was to obtain rep­
resentative data on contaminant concentrations for 
use in risk assessments. Data from these investigations 
also span about two decades, beginning 13 years after 
effluent releases stopped, and the inventory and 
average concentrations of plutonium239,240 should 
have decreased during this period due to dilution 
associated with continued sediment transport (Reneau 
and others 2004). However, the opposite result is 
evident in average plutonium239,240 concentrations 
derived from different sampling approaches, and the 
earlier FUSRAP and RFI concentrations are one to 
three orders of magnitude lower than later NMED 
concentrations or concentrations from this study 
(Figure 5). This indicates that systematic sampling of 
sediments in fluvial systems (regularly spaced and/or 

10 
20 "' 

.. _ .. _ 
Figure 4. Estimates ofplutonium-239,240 inventory in reach 
P-4 West based on samples collected in that reach versus the 
number of samples collected. 

predetermined locations) can lead to underestimates 
of contaminant concentrations. This bias is likely due 
to sampling an inappropriate spatial domain, such as 
only collecting samples from active channel deposits 
(RFI) or missing relatively small sediment deposits 
with the highest contaminant concentrations when 
sampling at predetermined locations (as was the case 
in FUSRAP sampling). Ladd and others (1998) 
reached a similar conclusion that random or system­
atic sampling of fluvial systems are inefficient or 
inappropriate when significant between-unit differ­
ences exist in a reach. 

Comparisons of sampling based on the area encom­
passed by contaminated sediment deposits to sampling 
based on contaminated sediment volume are also 
instructive. These comparisons are assessed using the 
difference in average concentrations obtained from area 
and volume stratified sampling. These sampling 
scenarios were explored using two-dimensional Monte 
Carlo simulations to evaluate uncertainty in average 
contaminant concentrations. Data for cesium-137 in 
reach LA-2 East and plutonium-239,240 in reach P-4 are 
used as two examples. These simulations were per­
formed using Crystal Ball, and the structure of the model 
and input values are provided in Tables 4 and 5. The 
estimated average concentrations of cesium-137 or 
plutonium-239,240 were assumptions or uncertain vari­
ables in the model. Area-weighted or volume-weighted 
concentrations were identified as result variables. 

The assumptions used in these simulations were 
based on the sample results available for lumped geo­
morphic units (combining different subunits and dif­
ferent facies). The difference 111 cesium-137 
concentrations between geomorphic units is provided 
in Figure 6, and the concentr.ations of cesium-137 in 
background samples arc provided for comparison. Ce­
sium-137 concentrations appear to be derived from a 
lognormal statistical distribution, which justifies using a 
lognormal distribution for cesium-137 concentrations. 
Plutonium-239,240 concentrations are provided in 
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~I 

Systemallc Sampling 

Figure 5. Plutonium-239,240 concentrations in reach AC:S as 
measured in various investigations [systematic sampling un­
der FUSRAP in 1977 and RFI in 1992-1993; ad hoc geo­
morphic approach by NMED in 1999; and geomorphic 
approach in 1999 (this study)]_ Boxes indicate the interquar­
tile range (25th to 75th percentile) and the lines above and 
below the boxes represent the lOth and 90th percentile. 

Figure 7, and these concentrations also appear to be 
derived from a lognormal statistical distribution. 

The area-weighted and volume-weighted estimates 
of the mean cesium-137 concentrations for reach LA-2 
East differed by about 10% (Table 4). This result is not 
surprising as the point estimate (values calculated 
without uncertainty in the assumptions) for the area­
weighted and volume-weighted mean concentrations 
differed by about 10% (Table 4).' In contrast, the area­
weightd and volume-weighted estimates for the mean 
plutonium-239,240 concentration in reach P-4 are 
quite similar, consistent with the smaller difference 
(about 3%) between the area-weighted and volume­
weighted point estimates (Table 5). Area-weighted and 
volume-weighted calculations might come to similar 
results for different reasons. One reason is that sedi­
ment deposits in various geomorphic units in the study 
area have roughly the same thickness. Another reason 
is that although there are differences in the area and 
volume weightings, these differences cancel each other 
out in calculating the overall weighted mean. These 
comparisons suggest that accurate determination of 
the areal extent of contaminated flood deposits are 
important to obtaining representative average con­
centrations of contaminants. Although thickness of the 
various deposits is a factor, it is not as important a 
factor as area in these calculations. However, because 
determining the thickness of deposits is relatively 
inexpensive and is required for inventory calculations, 
we consider that collection of these data is worthwhile. 
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Figure 6. Box plot illustrating differences in cesium-137 
concentrations from background samples ( n = 24) and from 
samples collected in channel (cl, c2, c3) and floodplain (fl) 
sediment deposits in reach l.A-2 East (n =55). Boxes indicate 
the interquartile range (25th to 75th percentile) and the lines 
above and below the boxes represent the lOth and 90t1J 
percentile. 

Figures 8 and 9 illustrate how uncertainty and bias 
in the estimate of the mean differs as more samples are 
collected to characterize a reach. In both cases, 
uncertainty in the mean (e.g., the range between 5th 
and 95th percemiles) decreases as more samples arc 
collected in the reach. For reach l.A-2 East, the area 
and volume-weighted sample allocations lead to de­
creased uncertainty and the general shapes of the dis­
tributions of the means are similar (Figure 8). 
Furthermore, relatively little bias occurs over a range of 
I 0 to 80 samples, as the median estimate does not 
differ greatly from the point estimate values (Figure 8). 
Bias is more evident in the reach P-4 example, where 
the median estimate increases from 10 to 80 samples to 
a value approaching the point estimate (Figure 9). In 
the reach P-4 example, uncertainty is also less with the 
volume-weighted estimate than the area-weighted esti­
mate, particularly for small sample numbers. 

It is also instructive to compare statistics generated 
from individual samples with equal weights to more 
representative statistics based on area-weighted or vol­
ume-weighted calculations. For reach LA-2 East, the 
average of the 55 cesium-137 results is 30.8 pCi/g and 
the maximum is 230 pCi/g. In comparison, the point 
estimate for area weighting is I5.9 pCi/g, and for vol­
ume weighting, it is 17.6 pCi/g. For reach P-4, tl1c 
average of the 80 plutonium-239,240 concentrations is 
6.37 pCi/g and the maximum is 170 pCi/g, whereas tl1c 
point estimate for area weighting is 4.49 pCi/g, and for 
volume weighting, it is 4.58 pCi/g. These comparisons 
illustrate that overestimates can occur if weighting 
associated witl1 stratified sampling is ignored during 
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Figure 7. Box plot illustrating differences in plutonium-
239,240 concentrations from background samples (n = 24) 
and from samples collected in channel (cl, c3, c4, c5, c6) and 
floodplain (fl, f2) sediment deposits in reach P-4 (n = 80). 
Box•:s indicate ilie interquartile range (25m to 75th percen­
tile) and the lines above and below the boxes represent the 
lOth and 90th percentile. 

subsequent compilation of summary statistics. Under 
some circumstances, underestimates could also occur. 
Therefore, it is important that biases introduced during 
sample collection be removed during data analysis. 

Discussion 

We have shown how geomorphic metl1ods can be 
combined witl1 simple statistical methods to produce 
more rigorous and representative characterization of 
contaminated sediment deposits in fluvial systems. Our 
example applications are for radionuclide releases in 
semiarid systems, but these metl1ods can be applied in 
any environment or for any sediment-bound contami­
nants. If sampling ignores important components of 
the spatial domain or if more systematic approaches 
are taken to characterize such systems, we have shown 
tl1at the bias can be significant, resulting in orders of 
magnitude underestimates in concentratjon. 

The tools we have used, stratified random sampling 
formulas and simple Monte Carlo simulations, are 
simple to implement and provide a quantitative basis 
for adequate and appropriate sampling in fluvial sys­
tems. In a regulatory environment, it is important to 
demonstrate a tl1orough and objective approach for 
characterizing complex systems. The empirical foun­
dation of the approach adopted in tl1is study facilitates 
explanation of tl1e mctl1ods to regulators and oilier 
interested parties. 

Stratified random sampling methods easily com­
plement a geomorphic approach when various sedi­
ment deposits or geomorphic units can be identified. 
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The geomorphic methods work best when multiple 
indicators can be used to identity various sediment 
deposits. For example, simple field measures like par­
ticle size or floodplain height (often reflecting relative 
deposit age) can be used to initially subdivide an area 
into geomorphic units with potentially varying con­
taminant concentrations. These initial assignments can 
be revised through more detailed characterization of 
contaminant signatures with field screening (e.g., field 
radiation measurements) or using analytical data from 
initial phases of sampling. Following reconnaissance 
investigations with more detailed geomorphically 
based sampling has also been advocated by Ladd and 
others (1998) and Rhoads and Cahill (1999) in dif­
ferent. settings. Field screening was an effective tool for 
sediment deposits in Los Alamos Canyon downstream 
of the source of cesium-137 contamination (Reneau 
and others 1998b; Katzman and others 1999; LANL 
2004) and of plutonium-239,240 close to the source in 
Acid Canyon (Reneau and others 2000; LANL 2004), 
but field screening was not an effective tool in most of 
Pueblo Canyon due to the low concentrations of plu­
tonium-239,240 relative to the sensitivity of gross alpha 
radiation field measurements. However, in Pueblo 
Canyon, the identification of channel changes through 
examination of historical aerial photographs were 
useful to define geomorphic units of varying age and 
guide sampling (Reneau and others l998a, 2004). In a 
nearby canyon, X-ray fluorescence (XRF) analyses of 
sediment samples in a field trailer have been successful 
at identifYing variations in concentration of a metal 
(barium) in sediment deposits, also allowing reliable 
subdivision of geomorphic units prior to designing a 
sampling strategy (LANL 2003). In summary, this 
general approach has been successfully applied in a 
series of field sites with varying types and levels of 
contaminant, indicating that it has potential for 
broader application as well. 

The quantitative methods can be modified to use 
two-dimensional Monte Carlo simulations to model 
variability and incertitude as separate components of 
contaminant inventory uncertainty. Bayesian methods 
can also be used as a more formal method to develop 
distributions for uncertain variables based on mea­
surements and professional judgment. Even without 
these enhancements to the methods, the approach has 
an intuitive appeal to regulators because it is a data­
centered approach. The emphasis on the data also 
lends toward establishing and testing various assump­
tions. A~ applied in the phased char.acteri1.ation ap­
proach of contaminated sediments in Los Alamos and 
Pueblo canyons, sampling objectives were identified 
after each characterization phase. These objectives and 
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Figure 8. Estimates of the average cesium-137 concentra­
tions in reach LA-2 East based on simulations of samples 
allocated by area-weighted (a) and volume- weighted (b) 
sampling. The point estimate is the result calculated without 
uncertainty and the percentiles depict the results of the 
Monte Carlo simulations. 

the intermediate results can be communicated with 

regulators and other interested parties leading to 
greater acceptance and understanding of the ultimate 

characterization results. 
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Figure 9. Estimates of the average plutonium-239,240 con­
centrations in reach P-4 based on simulations of samples 
allocated by area-weighted (a) and volume-weighted (b) 
sampling. The point estimate is the result calculated without 
uncertainty and the percentiles depict the results of the 
Monte Carlo simulations. 
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