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FOREWORD 

The U.S. Environmental Protection Agency (EPA) has developed the Data Quality 

Objectives (DQO) Process as an important tool for project managers and planners to 

detennine the type. quantity, and quality of data needed to support Agency decisions. This 

guidance is the culmination of experiences in applying DQOs in different Program Offices at 

the EPA. Many elements of prior guidance, advice, statistics, and scientific planning have 

been incorporated into this document. This guidance supersedes all previous guidance. 

including the EPA's "Development of Data Quality' Objectives, Description of Stages I and 

ll" (July 1986), and "Guidance for Plar.ning for Data Collection in Support of Environmental 

Decision Making Using the Data Quality Objectives Process" (Inte;:rim F'mal, October 1993). 

This document is consistent with the Office oi Emergency and Remedial Response guidance, 

. "Data Quality Objectives ·IOr Superfunci" (EFA .. AO-R-93-071). 

The purpose of this document is to provide general guidance to organizations on 

developing data quality criteria and perfonnance specifications for decision maldng. This 

guidance assumes that an appropriate Quality System has been established and is operational. 

This guidance has been prepared in response to EPA Order 5360.1~ entitled "Policy 

and Program Requirements to Implement the Quality Assurance Program," which establishes 

requirements for quality assurance when generating environmental data in support of Agency 

decisions. In addition, this guidance reflects the policy of the Agency to develop and 

implement the DQO Process as expressed by Deputy Administrator A. James Barnes in his 

memorandum on "Agency Institutionalization of Data Quality Objectives," dated November 

1986. 

This document is a product of the collaborative effort of many quality management 

professionals throughout the EPA and among the contractor community. It has been peer 

reviewed by the EPA Program Offices, Regional Offices, and Laboratories. Many valuable 

comments and suggestions have been incorporated to make it more useful. 

/. 
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INTRODUCTION 

Each year the U.S. Environmental Protection Agency (EPA) and the regulated 
community spend approximately $5 billion collecting environmental dati for scientific 
research, regulatory decision making, and regulatory compliance. While these activities are 
necessary for effective environmental protection, ifis the goal of EPA and the regulated 
community to minimize expenditures related to data coller.tion by eliminating unnecessary, 
duplicative, or overly precise data. At the same time, the data collected should have 
sufficient quaiity and quantity to s~ppon defensible decision making. The most efficient way 
to accomplish both of these goals is to establish criteria for defensible decision making before 
the .study begins, and then develop a data coilection aesign based on these criteria. To 
facilitate 'this approach, the Quality Assurance Management Staff (QAMS) of EPA has 
developed the Data Quality Objectives (OQO) Process, a systematic planning tool based on 
the Scientific Method for establishing criteria for data quality and for developing data 
collection designs. By using the DQO Process to plan environmental data collectivn. effons, 
EPA can improve the effectiveness, efficiency, and defensibility of decisions in a resource­
effective manner. 

What are DQOs? DQOs ~ qualitative and quantitative statements derived from the outputs 
of ~e first six steps of the DQO Process that: · 

1) Clarify the study objective; 

2) Define the most appropriate type of data to colleCt; 

3) Determine the most appropriate conditions from which to collect the data; and 

4) Specify tolerable limits on decision errors which will be used as the basis for 
establishing the quantity and quality of data needed to suppon the decision .. 

The DQOs are then used to develop a scientific and resource-effective data collection design. 

What is the DQO Process?· The DQO Process is a strategic planning approach based on the 
Scientific Method that is used to prepare for a data collection activity. It provides a 
systematic procedure for defining the criteria that a data collection design should satisfy, 
including when to collect samples, where to collect .samples, the tolerable level of decision 
errors for the study, and how I11any sample~ to collect. 

By using the DQO Process, the Agency will assure that the type, quantity, and quaiity 
of environmental data used in decision mak.ir..~ will be aFprc;Jriate for the intended 
application. In addition, the Agency will guard against committing:- resources to data 
collection effons that do not suppon a defensible decision. /. 

' . 
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The DQO Process consists of seven steps. as shown in Figure 0-1. The output from 
each step influences the choices that will be made later in the Process. Even though the DQO 
Process is depicted as a linear sequence of steps, in practice it is iterative; the outputs from 
one step may lead to reconsideration of prior steps. This iteration should be encouraged since 
it will ultimately lead to ~ more efficient data collection design. During the fll'St six steps of 
the DQO Process,·the planning team will develop the decision performance criteria (DQOs) 
that will be used to develop the data collection design. The final step of the Process involves 
developing the data collection design based on the DQOs. The fll'St six steps should be 
completed before the planning team attempts to develop the data collection design because 
this final step is dependent on a clear understanding of the fll'St six steps taken as a whole. In 
Figure 0-1, the iterative link between the DQOs and the Optimize the Design step is 
illustrated by double arrows, whi.ch signify that it may be necessary to revisit any one or 
more of the fll'St six steps to develop a feasible and appropriate data collection design. Above 
all, every step should be completed before data collection begins. · 

EPAQAI0-4 

State the Problem 

Identify the Decision 

Identify Inputs to the Decision 

Define the Study Boundaries 

Develop a Decision Rule 

Specify Limits on Decision Errors 

Optimize the Design for Obtainini_D_a_ta_~ 

Figure 0-1. The Data Quality Objectives Process: 

/. 
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Each of the seven steps is described briefly below. A more detailed description can be 
found in the subsequent chapters of this guidance. 

• Step 1: State the Pioblem - Concisely describe the problem to be studied. 
Review prior studies and existing information to gain a sufficient understanding to 
defme tbe problem. 

• Step 2: Identifv the Decision - Identify what questions the study will attempt 
to resolve, and what actions may result 

• · Step 3: Identifv the Inputs to the DeC!ision - Identify the information that.needs 
to be obtained and the measurements that need to be taken to resolve the decision 
statement. 

• 

• 

• 

Step 4: Define the Studv Boundaries - Specify the time periods and spatial 
area to which decisions will apply. Detennine when and where data should be 
collected. 

Step 5: Develop a Decision Rule - Define the statistical parameter of interest, 
specify the action level, and integrate the previous DQO outputs into a single 
statement that- descnbes the logical basis for choosing among alternative actions. 

Step 6: Specify Tolerable Limits on Decision Errors - Defme the decision 
maker's tolerable decision error rates1 based on a consideration of the 
consequences of making an incorrect decision. ~· --- ~.:; ... 

• Step 7: Optimize the Design - Evaluate information from the previous steps 
and g~nerate alternative data collection designs. Choose the most resource-. 
effective design that meets all DQOs. 

Who should read the DQO guidance? This guidance is intended for project managers and 
other members of a planning team that will use the DQO Process to structure the data 
collection planning process and to develop an appropriate data collection design. In addition, 
the guidance may be relevant to other staff members ~ho will participate· in the study. 
Consult with an EPA Quality Assurance Manager, Quality Assurance Officer, or Quality 
Assurance Representative_ to obtain additional advice on who should read this guidance. 

1 A decision error rate is the probability of making an incorrect decision based on data that inaccurately . ( / . estimate the true state o nature. · · 
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What projects are covered by this guidance? This guidance document covers all .projects 

whe~: . 

1) the qpjective of the snidy is to collect environmental data in suppon of an Agency 

program, and 

2) the results of the study will be used to make a speci~c decision. 

Every step of this guidance may not be applicable to data collection activities where specific 

decisions cannot be identified, such as studies that are exploratory in nature. The reason for 

this distinction is that pan of the DQO Process includes formulating statistical hypotheses. If 

a statistical hypothesis is not linked to a clear decision in which the decision maker can 

identify potential consequences of making a decision error, then some of the activities 

reconunended in this guidance may not apply. Nonetheless, the DQO Process is still a . 

valuable tool that can be used to help plan studies where the data are not directly used to 

sup~on a specific decision. In these cases, it may be possible to frame a ·~search' type study 

que:;tion in the fonn of a dec...sion cr moGJy the ~c~ivities ce~~::bec i::1 :hi.s ~~ic.L.._:cc LO 

. address the needs of the study. 

What Is the value of using the DQO Process? 

• The DQO Process is a planning tool that can save resources by making data 

collection operations mo~ resource-effective. Good planning will streamline the 

study process and increase the likelihood of efficiently collecting appropriate and 

useful data. 

• The structure of the DQO Process provides a convenient way to document 

activities and decisions and to coimnunicate the data collection design to others. 

• The DQO Process enables data users and relevant technical expens to participate 

in data _collection planning and to specify their panicular needs prior to data 

collection. The DQO process fosters communication among all panicipants, one 

of the central tenets of quality management practices. 

• The DQO Process provides a method for defining decision performance 

requirements that are appropriate for the intended use of the data. This is done by 

considering the consequences of decision errors and then placing ·tolerable limits 

on the probability that the data will mislead the decision maker into committing a 

decision error. A statistical sampling design can then be generated to provide the 

most efficient method for controlling decision errors and satisfying the DQOs. 

• The DQO Process helps to focus studies by encoura.girrg data users to clarify · 

vague objectives and to limit the number of decisions/t!Ia.t w~ be made. 
'. 
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When should the DQO Process be wed? The DQO Process should be used during the 

planning stage of any study that requires data collection, before the data are collected. In· 
general, EPA's policy is to use the DQO Process to plan all data collection effons that will 

require or result in a substantial commitment of resources. The Quality Management Plans 

(QMPs) of the Agency's National Program Offices, Regional Offices,_ and Research and 

Development organizations will specify which studies r~uire DQOs. 

Can the DQO Process be used for small studies? The DQO Process applies to any study, 

regardless of its size. However, the depth and detail of DQO development will depend on the 

complexity of the study. The more complex a study, the more likely that it will have several 

decisions tliat could benefit from the DQO Process and that the. decisions will require more 

intensive DQO development. 

Should the DQO Process be applied as intensively to all situations? No, the DQO Process 

is a flexible planning tool that c~ be used more or less intensively as the situation requires. 

For projects that have multiple decisions, where the resolution of one decision only leads to 
the evaluation of subsequent decisiC'ns, the DQO Process can be used repeatedly throughout 
the life cycle· of a project. Often, the decisions that are made early iil the project will be 

pr~liminary in nature. They might require only a limited planning and evaluation effon. As 
the study nearS conclusion and the possibility of making a decision error becomes more 

critic3.1, how~ver, th~ level of effon needed to resolve a decision generally will become 
greater. Figure 0-2 illustrates this point. 

INCREASING LEVEL OF EVALUATION EFFORT 

Figure 0-2. Repeated Application of the DQO Process Throughout the Life Cycle of a 
Single Project. 

/ . . . 
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Who participates in the DQO Process? A DQO planning team generally consists of senior 
program staff, technical experts, senior managers, someone with statistical expenise, and a 
Quality Assurance (QA)/Quality Control (QC) advisor, such as a QA Manager. It is 
imponant that all of these people, including managers, panicipate (or stay informed) from the 
beginning of the DQO Process so that it can proceed efficiently. . · 

What are the outputs of the DQO Process? The DQO Process leads to the development of 
a quantitative and qualitative framework for a study. Each step of the Process derives 
valuable criteria that will be used to establish the fmal data collection design. The fU'St five 
steps of the DQO Process identify mostly qualita~ve criteria such as what problem has 
initiated the study and what decision it attempts to resolve. They also defme the type of data 
that will be collected, where and when the data will be collected, and a decision rule ·that 
defines bow the decision will be made. The sixth step defmes quantitative criteria expressed 
as limits on decision errors that the decision maker can tolerate. The fmal step is used to 
develop a data collection design based on the criteria developed in the fl.rst six steps. The 
final product of the DQO Process is a data collection design that meets the quantitative and 
qt.aiitative ~e::ds cf t:-~: !:rudy. 

Much of the infonnation that is developed in the DQO Process will also be useful for 
the development of Quality Assurance Project Plans (QAPPs) and the implementation of the 
Data Quality Assessment (DQA) Process. The- outputs of the DQO Process cui be used 
directly and indirectly as inputs to a QAPP. To evaluate the data using .the DQA Process, it 
is necess~ to have fust established decision quality criteria using the DQO Process or its 
equivalent. Therefore, the DQO Process not only helps plan a study, establish decision 
quality criteria, and develop a data collection design, but it also aids in the development of 
QAPPs and the DQA Process. · 

What is a data collection design? A data collection design specifies the fmal configuration 
·of the environmental monitoring or measurement effort required to satisfy the DQOs. It 
designates the types and quantities of samples or mohitoring information to be collected; 
where, when, and under what conditions they should be collected;· what variables are to be 
measured; and the QNQC procedures to ensure that sampling design and measurement errors 
are controlled sufficiently to meet the tolerable decision error rates specified in the. DQOs. 
These QNQC procedures are established in the QAPP. 

Where does the DQO Process fit into EPA's Quality System? The DQO Process is the 
pan of the Quality System that provides the basis for linking the intended use of the data to 
the QNQC requirements for data collection and analysis. This document is one of a series of 
quality management requirements and guidance documents that the U.S. EPA Quality 
Assurance Management Staff (QAMS) has prepared to assist users. in implementing the 
Agency-wide Quality System. The current document list contai:'15: 

EPA QA/R-1 EPA Quality System .~equirements for Environmental Programs 
/ .. 
'. 

EPA QA/G-1 Guidance for Developing, Implementing, and Evaluating Quality Systems for 
Environmental Programs 
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EPA QA/R-2 EPA Requirements for Quality Management Plans 

EPA QA/G-2 Guidance for Preparing Quality Management Plans for Environmental 

Programs· 

EPA QA/G-4 Guidance for The Data Quality Objectives Process 

EPA QAIR-5 EPA Requirements for Quality Assurance Project Plans for Environmental 

Data Operations 

EPA QA/G-5 Guidance for Quality Assurance Project Plans 

EPA QAIG-9 Guidance for Data Quality Assessments 

Agency policy statements arc found· in the requirements documents (QAIR-Xx series). 

Advisory papers are found in the guidance documents (QA/G-xx series) .. 

Can existing data be used to support decisions using the DQO Process? Existing data can 

be very useful for supporting decisions using the DQO Process. There are· three ways that 

existing data can be used: 

1) If sufficient documentation is available. existing data may be used alone or 

combined with new data. Determining whether data can appropriately be 

·combined can be a very complex operation that should be undertaken with great 

care. In many cases it will require the expertise of a statistician. 

2) The existing data ·may provide valuable information (such as variability) that can 

be used in the development of the data collection design. 

3) The existing data may be useful in guiding the selection of an efficient data . 

collection design. · 

Will the use of the DQO Process always result in statistical/probablllstlc sampling 

methods for data collection? No. While statistical methods for developing the data 

collection design are strongly encouraged, this guidance recognizes that not every problem 

can be evaluated using probabilistic techniques. The DQO Process. however. can and should 

be used as a planning tool for studies even if a statistical data collection design ultimately 

will not be used. In these cases, the planning team is encouraged~to seek expen advice on 

how to develop a non-statistical data collection design and on how to evaluate the result of 

the data collection. When non-probabilistic, judgemental, or quota sampling methods are 

used, be sure to consult with an EPA QAManager. QA Officer. or QA Representative to 

.. ensure that program-specific QA requirements are satisfied. 
. 

How should this guidance be used? This guidance should be used as a tool to structure the 

planning activities for collecting environmental data. It should ~.used to organize meetings. 

focus the collection of background information, and facilitate coiiUDunication between 

technical expertS, program ~anagers, and decision mak~rs. 
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How is this guidance structured? This guidance contains seven chapters, four appendices, 
and a bibliography. Each of the remaining chapters describes one of the seven steps of the 
DQO Process. Each chapter is divided into four sections as follows: 

( 1) Purpose - This section explains the objective of the chapter. 

(2) Expected Outputs - This section identifies the products expected upon completion 
of the DQO Process step. 

(3) Background - This section provides background information on the DQO Process 
step, including the rationale for the activities in that step. 

(4) Activities - This section describes the activities recommended for completing the 
DQO Process step, including bow_ inputs to the step are used. 

Appendix A provides a brief overview of both the Quality Ass~ce Project Plan 
(QAPP) development process. which is· used to document the operational and QA/QC 
procedures needed to impiemc::~ the data cdlection design. anci the Da;,a Quality' Assessm~nt 
(DQA) Process, which is used after the data have been collected to evaluate whether the 
DQOs have been satisfied. Appendix B is a case study in which the DQO Process is applied 
to an environme~tal problem. Appendix C provides a derivation of the sample size formula 
used in Appendix'B. Appendix D provides· a glossary of tenns used in thiS guidance. 

Where is I~ possible. to get statistical support? Access to ·statistical suppon ~ .. ~l~pJ.e 
through the EPA Quality Assurance Management Staff (QAMS) at (202) 260-5763:-- ~~ 

How long will this guidance be in effect? This guidance will remain in effect for five years 
from the publication date, unless superseded by an updated version. 

Where is it possible to get more information about the DQO Process? A DQO training 
course is available through the EPA at the U.S. EPA Headquaners in Washington, D.C. 
Additional documents on DQO applications can be obtained from the Quality Assurance 
Mana.gement Staff at EPA Headquarters. · · · · · 

Two documents that can provide additional detail on the DQO Process are: 

• U.S. Environmental Protection Age~cy. 1993. Data QiUJlity Objectives Process 
for Superfund: Interim Final Guidance. EPA 540-R-93-071. . . . 

• Bates, DJ., R.O. Gabert, N.L. Has!:;ig, R.F. O'Brien, B.A Pulsipher, 1993. 
· Decision Performance Criteria: The Driver Behind The Data ·Quality Objectives 

Process-. A Statistical Introductioi, (Draft). Pa,Ific No1tbwest Laboratory, 
Richlan~ Washington. · 

/. 
' . 
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CHAPTER 1 

STEP 1: STATE THE PROBLEM 

THE DATA QUALITY OBJECTIVES PROCESS 

Specify Limits on Decision Errors 

Optimize the Design for Obtaining Oata 

Purpose 

STATE THE PROBLEM 

Purpose 

To dearly deline lhe problem so that the 
looJs of the 8IUdy will be unambigucu. 

Activitiel 

• Identity members of the planning team. 

• Identify the primary CleCision rnaur. 

• Develop a concise deSCription of the problem. 

• Spedty aY81lable ntSOUrCM and relevant 
deadinellor the stuDy. 

The purpose of this step is to define the problem so that the focus of the study will be 
unambiguous. 

Expected Outputs 

• A list of the planning team members and identification of the decision maker. 

• A concise description of the problem. 

• A summary of available resources and relevant deadlines for the study. 

I· 
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Background 

The fl.rst step in any decision making process is to d:efme the problem that has 

initiated the study. Since most environmental problems present a complex interaction of 

technical, economic. social, and political factors, it is critical to the success of the process to 

define the problem completely and in an uncomplicated format. A problem will have the 

greatest chance of being solved when a multidisciplinary team of technical expens and 

stakeholders can help to recognize all of J.he imponant facets of the problem and ensure that 

complex issues are described accurately. Generally teams will function more effectively 

when they have one clearly identified decision maker. 

This step in the DQO Process addresses development of a planning team that will 

define the problem and implement subsequent steps of the Process. It also calls for the 

identification of a decision maker who will lead the planning team and make fmal resolutions 

during the Process. The goal is to create a well-structured planning team that will work 

effectively and ~fficiently to develop a concise and complete description of the problem. 

which will prov1de tne basis fo~ ~..-.e resL CJ.. Jle DQO devei.JfJwex::.. 

Activities 

Identify members of the. planning team. The planning team is the group that will develop 

. DQOs for the study. The number of planning team members will be directly related to the 

size. and complexity of the problem. The team should include representatives from all groups 

who are stakeholders in the project, including, but not limited to, samplers, chemists and other 

scientists and engineers, modelers. technical project managers, community representatives, 

administrative and executive managers, QAJQC expens (such as a QA Manager), data users, · 

and decision makers. A reasonable effon should be made to include any decision makers 

who may use the study fmdings later. A statistician (or someone knowledgeable and 

experienced with environmental statistical design and analysis) should also be included on this · 

team. 

Identify the primary decision maker of the planning teain and define each member's 

role and responsibillty during the DQO Process. The planning team generally has a leader, 

referred to as the "decision maker." The decision maker has the ultimate authority for 

making final decisions based on the recommendations of the planning team. The decision 

maker is often the person with the most authority over the study, and may be responsible for. 

assigning the roles and responsibilities to the planning team members. In cases where the 

decision maker cannot attend DQO planning meetings,· a senior staff member should keep the 

decision maker inforrned of imponant planniu~ issues. 

/. 
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Develop a concise description of the problem. The problem description provides 

background information on the fundamental issue to be addres-sed by the study. Below is a 

list of steps that may be helpful during this phase of DQO development 

• -- Describe the conditions or circumstances that are causing the problem and the 

reason for understanding the study. Typical examples for environmental problems 

include conditions that may pose a threat to human health or the environment. and 

circumstances of potential non-compliance with regulations. 

• Describe the problem as it is currently understood by briefly sununarizing existing 

information. (Sec Table 1-1 for a Jist of elements that may be appropriate ·to 

in~lude in the problem description.) 

• Conduct literature searches and examine past or ongoing studies to ensure that the 

problem is correctly defined and has not been solved previously. Organize and 

review relevant information, including preliminary !>tudies, and indicate the source 

and reliability of the inf<'rmation. Take note of information about the performance 

of sampling and analytical methods observed in similar studies since this 

information may prove to be particularly valuable later in the DQO Process. . 

• If the problem is complex, consider breaking it into more manageable pieces. 

IdentifY those pieces that could be addressed by separate studies. Assign priorities 

to and logical relationships among the pieces of the problem. 

Specify the a'·ailable resources and relevant deadlines for the study. Stipulate the 

anticipated budget, available personnel, and contractual vehicles (if applicable). Also, 

enumerate any deadlines for completion of the study and any intermediate deadlines that may 

need to be meL 

/. 
'' 
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Elements of the Problem Description 
The following elements may be appropriate to include in the problem description. 
Note: this list only provides the basic elements of the problem description. Your 
elements may be slightly different. 

EPA QAIQ.4 

• Study objectives/regulatory context. 

' 
• Persons or organizations involved in the study. 

• Pe:sons or organizations that have an interest in the study. 

• Political issues surrounding the study. 

• So~.;rccs and amount of f.mdins. 

• Previous study results. 

• Existing sampling design constraints (some aspects of sampling design 
may be specified in regulations or established through past planning 
efforts). 

Table 1·1 •. Elements of the Problem Descripdon. 

/. 
' . 
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CHAPTER2 

STEP 2: IDENTIFY THE DECISION 

THE DATA QUALITY OBJECTIVES PROCESS 

State the Problem 

Specify UmitS on Decision Errors 

Optimize the Design for Obtaining Data 

Purpose 

IDENTIFY THE DECISION 

To define tt11 decision statement lhlllle 
study wil attempt to nt,alva. 

kiM lin 

• Identify 1t1e principal study QUeStion. 

• Deline the altematiw actlona lhlt COUld 
result from niSOIUiion of lie principal &tWy . 
QUHtion. 

• Combine the prlnc:ipelltudy question and .. 
altematiw actionl into 1 decilion atatllment. 

The purpose of this step is to define the decision statement that the study will attempt 
to resolve. 

Expected Outputs 

• A decision statement that links the principal study question to possible actions 
that will solve the problem. . 

/. 
' . 
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Background 

The goal c:>f this step is to defme the question that the study will attempt to resolve 
and identify the alternative actions that may be taken based on the outcome of the study. In 
the DQO Process the combination of these two elements is called the decision statement or 
decision. The decision statement is critical for defming decision performance criteria later in 
the Process. 

The three activities in this chapter usually 'are most easily developed in the order that 
they appear. Sometimes, however, it is easier to identify alternative actions before the 
principal study question. In these cases, identify alternative actions that address the problem. 
then define the principal study question. · 

In some cases; ·several decision statements are appropriate to address the problem 
ur:der ir. ·, ~::tig::tion. T_n !hese !n5tances. the planning team shoul~ org:miz~ the deci!=on 
statements in order of priority and identify the most logical and efficient sequence for 
analyzing and resolving them. If the principal study question is not obvious and specific 
alterative actions cannot be identified, then the study may fall in the category of exploratory 
research, in which case this step of the DQO Process may not· be applicable. 

A ctf:vitfes 

Identify th~ p~incipal study question. Based on a review of the problem stated in Step 1, 
identify the principal study question and state it as specifically as possible. A specific 
statement of the principal study question narrows the search for information needed to address 
the problem. The principal study question identifies key unknown conditions or unresolved 
issues that.reveal the solution to the problem being investigated. The following examples 
illustrate this point: 

• "Is the permittee out of compliance with discharge limits?" 

• "Does the pollutant concentration exceed the National Ambient Air Quality 
Standard?" 

• "Is the contaminant concentration significantly above background levels (which 
would indicate that a release has occurred)?" 

Note that, in each case, the answer to the principal study question will provide the basis for 
determining what course of action should be taken to solve the problem. 

/. 
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Define the alternative actions that could result from resolution of the principal study 
question. Identify the possible actions that may be taken to solve the problem. including the 
alternative that does not require action. The types of actions considered wi)l depend logically 
on the possible answers to the principal study question. These alternative actions form the 
basis for defining decision performance criteria in Step 6: Specify Tolerable Limits on 
Decision Errors. · 

The following example illustrates how alternative actions are defined based on 
possible answers to the following principal study question: "Are the le.ad pelletli that are rJ.red 
by bird hunters and collect on the bonom of ponds contributing to the decrease in the duck 
population in Adelayed County?" Possible resolutions of the principal study question are 
1) the lead pellets are a factor in the decre.ase of the duck population, or 2) the lead pellets 
arc not a factor in the duck population's decrease. If the lead is a contributing factor, the 
action may be to remove the lead from the bottom of the ponds an~ at the same time, 
regulate the type of pellets that hunters may use in the future. If lead pe~lets arc not found to 
.conuibute to a d.ecrease in the duck population, t~en no action will be taken. · 

Combine the principal study question and the alternative actions into a decision 
statement. Combine the alternative actions identified in the previous activity and the 

. principal study question into a decision statement that expresses a choice among alternative 
actions. The following standard form may be helpful in drafting decision statements: 
"Determine whether or not [unknown environmental conditions/issues/criteria from the 
principal study question] require (or support) [taking alternative actions]." 

To illustrate the decision statement framing activity, consider the previous example. 
The principal study question is, "Are lead pellets on the bottom of ponds in Adelayed County 
contributing to the decrease in the duck populatioh?", and the alternative actions arc to 
"remediate the lead and· regulate the use of lead pellets for hunting," or ".take no action." 
Therefore the decision statement is, ."Determine whether or not lead pellets arc contributing to 
the decrease in the duck population and require remediation and regulation." For a 
compliance monitoring problem, a decision statement that incorporates. the principal study 
question and expresses a choice among alternative actions might be, "Determine whether or 
not the permittee is out of compliance with dischar~e limits and requires enforcement action." 

Organize multiple decisions. If several separate decision statements must be defl~ed to 
address the problem, list them and identify the sequence in which they should be resoived. It 
may be useful to document the decision r=solution sequence an::i relationships in a diagram or 
flowchart (see example in Figure 2-1). -

/. 
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. Yes ~ 

Determine extent of 
una!=CePtable contamination 

No 

Choose Remedy 

Apply remedy 

No Document 
Findings 

No Document 
Decision 

Investigate possible remedies. 

Yes 

No 

Document 
Decision 

. - - . 
. ~--~ .;,-. 

. -:---·---......-. ~..;, 

.. 

Figure 2-1. Example of Multiple Decisions Organized Into a Flowchart. 

· EPA QAJG..4 16 



CHAPTER3 

STEP 3: IDENTIFY THE INPUTS TO THE DECISION 

THE ·cATA QUALITY OBJECTIVES PROCESS 

Optimize the Design for Obtaining Data 

Purpose . 

IDENTIFY INPUTS 

~ 
To iaenlify lhe informational inputs that wil be 
reqlired to resoMt the dec:ilion ••tement and 
determine wl'llc:tl inputs. requi,. environrnlnlal 
~ 

• Identify lhe information that wll be 
reqlired to r8SOive lhe deCilion ltltellllnl. 

• Determine 1he IOIIfC8I for each Item of 
Wonnation identified. 

I 

• Identify the information that II needed 
to 8llatllilh the action --.. 

• Confirm lhlt·appropriate anilylbl-- ~.;; 
methods exist to provide the necesaary 
data. . 

The purpose of this step is to identify the informational inputs th~t will be required to 
resolve the decision statement and determine which inputs require ~nvironmental 
measurements. 

Expected Outputs 

• A list of informational inputs needed to resolve the d!cision statement. 

• A list of environmental variables or characteristics thpt.will be measured. 
'' 

EPAQAICM 17 September 1994 



Background 

To resolve most decision statements, it is necessary to collect data or information~ In 

this step, the planning tean.a identifies the different types of information that will be needed to 

resolve the decision statement. The key information requirements include the measurements 

that may be required, the source of data or information (e.g., historic or new data), and the 

basis for setting the action level. Once the planning team has determined what needs to be 

measured, they will refine the specifications and criteria for these measurements in later steps 

of the DQO Process. 

Activities 

Identify the information that will be required to resolve the decision statemenL 

Determine which environmental variables or other information are needed to resolve the 

decision statement. Consider whether monitoring or modeling approaches, or a combination 

oi both, will be used to acquire tne .inform<1tion. Basd on th' .selectee d<J.ta acquisiticn 

approach, identify the types of information needed to support the decision statement. Ask 

general questions such as, ~Is information on the physical properties of the media required?" 

or "Is infonnation on the chemi.cal characteristics of the matrix needed?" These types of 

questions and their answers hdp identify the infom.aation needs. In cc,mpliance monitor~ng 

· for pollutants discharged into surface water, examples of environmental variables of interest 

may include levels of lead. silver, total suspended solids, or temperature measurements. 

Determine the sources for each item of information identified above. Identify and list the 

sources for the information needed to resolve the decision statement. These sources may 

include results of previous data collections, historical records, regulatory guidance, 

professional judgement; scientific literature, or new data collections. Next, qualitatively 

evaluate whether any existing data are appropriate for the study. Existing data will be 

evaluated quantitatively in Step 7: Optimize the D~sign for Obtaining Data. 

Identify the information that is needed to establish the action level. Define the basis for 

sening the action h:vel. The action level is the threshold value which provides the criterion 

for choosing between alternative actions. Action levels may be based on regulatory 

thresholds or standards, or they may be derived from problem-specific considerations such as 

risk analysis. In this step, simply detennine the criteria that will be used to set the numerical · 

value. The actual numerical action level will be set in Step 5: Develop a Decision Rule. 

Confirm that appropriate measurement methods exist to provide the necessary data. 

Usc the list of environmental measurements identified earlier in this step to develop a list of 

potentially appropriate measurement methods. Note the method detection limit and limit of 

quantitation for each potential method; this perfonnance infonna~on will be used in steps S 

and 7 of the DQO Process. /. 
~ . 
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CHAPTER4 

STEP 4: DEFINE THE BOUNDARIES QF THE STUDY 

THE DATA QUALITY OBJECTIVES PROCESS 

State the Problem 

Optimize the Design for Obtaining Data 

Purpose 

DEFINE BOUNDARIES 
-~ 

To define the ~PBtial and tempeR! 
boundaries ll'lat .,. coveracl by .. 

. deCision ltalemer'l. 

. AcliYitlel 

• Specify the characteriStics thal define 
the population of in..,._ 

• Deline .,. geographic .,... 
witl'lln which all deCilionl n.t apply. 

• When appropriate. divide the populalian lnlo 
strata that haw relativ*y tlornogeneou1 
characteriatiCL 

• Determine the timeframe to wtlic:h .. 
deCision applia 

• Determine When to cDiect data. _ ·-. • 
. ---·-.......... .... 

• Define lhe scale of deCilicn maldftg. - ~ 

• Identify any practical oonstrainla 
on aata colleCtion. 

The purpose of this .step is to define the spatial and temporal boundaries of the 
problem. · 

Expected Ou.tputs 

· • A deujJed description of the spatial and temporal boundaries of the problem. 

• Any practical constraints that may interfere with the~study. 

/. 
' . ' 
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Background 

It is difficult to interpret data that have not been drawn from a well-defined 
population. The term "population" refers .to the total collection or universe of objects or 
people to be studied, from which samples will be drawn. The purpose of this step is to 
define spatial and temporal components of the population that will be covered by the decision 
statement so that the data can be easily interpreted. These components -include: 

• Spatial boundaries that define ·the physical area to be studied and from where the 
samples should be taken; and ' 

· • Temporal boundaries that describe the timeframe the study data will represent and 
when the samp~es should be taken. 

The boundaries will be used to ensure that the data collection design incorporates the 
time pe:-:ods in which the study should be impler:1e:1ted, are:lS thai should be sampled. md ·':e 
time period to which the study results should apply. This will help ensure that the study data 
are representative of the population being studied. Deflning boundaries before. the data are 
collected can also prevent inappropriate pooling of data in a way ~ masks useful . · 
information. 

Practical constraints that could interfere with sampling should also be identified in this 
step. A practical constraint is any hinderance or obstacle that potentially may interfere with 
the full implementation of the data collection design. 

Activities 

Specify the characteristics that define the population of Interest. Specify the 
characteristics that define the population. It is important to clearly define the attributes that 
make up the population by stating them in a way that makes the focus of the study 
unambiguous. For example, the population rriay be PCB concentrations in soil, lead 
concentrations in the blood of children under the age of seven, or hourly ozone concentrations 

. within the metropolitan area. There may be several ways to define a population; always 
· choose the one that is most specific. For example, "tetrachlorodibenzodioxin" is more 

speciflc than "dioxin," and "hexavalent chrontium" is more specific than "chromium". 

Define the spatial boundary of the decision statement. 

Define the geographic area to which the decision statement applies. The 
geographic area is a region distinctively marked by some pliysical features (i.e., 
volume, length, width. boundary). Some examples of geographic areas are the 
metropolitan city limits, the soil within the property bou.nd~es down to a depth of six 
inches. or the natural habitat range of a particular animal.(~cies. 
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When appropriate, dh·ide the population into strata that have relatively 

homogeneous characteristics. Using existing information, stratify or segregate the 

elements of the population into subsets or categories that exhibit relatively 

homogeneous prope1ties o~ characteristics that may have an influence _on the outcome 

of the study, such as contaminant concentrations, age, or height. Dividing the 

population into strata is desirable for studying sub-populations, reducing variability 

within subsets of data. or reducing the complexity of the problem by breaking it into. 

. more manageable pieces. See Figure 4-1 for an example of how to stratify a site with 

soil c.ontamination. · 

Define the temporal boundary of the problem. · 

Determine the timeframe to which the decision applies. It may not be possible to 

collect data over the full time period to which the decision will apply. Therefore the 

· planning team should determine the timeframe that the data shoul~ reflect; for 

example, "11le data will reflect the condition cf contami."lo.nt !~aching into ground 

water over a period of a hundred years." or "The data will be used to reflect the risk 

conditions of an average resident over their average length of residence which is 

estimated to be eight years." Timeframes should be defined for the overall population 

·and any sub-populatiorui of interest. 

Determine when to collect data. Conditions may vary over .the course of a study, 

which may affect the success of data ·collection and the interpretation of data results. 

These factors may include weather, temperature, humidity, or amount of. sunlight and 

· wind. Determine when conditions will be most favorable for collecting data and select 

the most appropriate time period to collect data that reflect those conditions. For 

example, a study to measure ~bient· airborne paniculate matter inay give misleading· 

information if th~ sampling is conducted in th~ wetter winter mqnths rather than the 

_drier summer months. 

Define the scale of decision making. Defme the smallest, most appropriate subsets of the 

population (sub-populations) for which decisions will be made based on the spatial or · 

temporal boundaries. For example. in a study where the decision statement is, "Determine 

whether or not the concentration of lead in soil poses an unacceptable health risk to children 

and requires remediation", the geographic area is the top six inch~.s of soil within the 

property boundaries; and the population is the lead concentration in surface soil. The scale of 

decision making could be set to an area which ha! a size that corresponds to the area whe~ 

children derive the majority of their exposure (such as a play area or an average residential 

lot size if the future land use will be residential). Studying the site at this scale will be 

protective of children, a sensitive population in risk assessment. A temporal scale of decision 

making might be necessary for other types of studies; For example, in orde'r to regulate water 

quality, it would be useful to set .a scale of decision making that li~tS the time between 

sampling events. This would minimize the potenti_al adverse effectS in case the water quality 

was degraded between sampling events. f'·. 
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Identify any practical constraints on data collection. Identify any constraints or obstacles 
that could potentially in tenere· with the full implementation of the data collection design, such 
as seasonal or meteorological conditions when sampling is not possible, the inability to gain 
site access or informed consent. or the unavailability of personnel, time, or equipment. For 
example, it may not be possible to take surface soil samples beyond the east boundaries of a 
site under investigation because pennission had not been granted by the owner of the adjacent 
property. 

Stratification 

Forested Dnm Forested O;um 
Area Dispaslll Area Olspoul 

Area ANa 

A (Straun 1) 
(Straun2) 

" Possible 
f-/ Possible 

Main 

~-··q I Man ' oe-wetenr;g 

Buildng treatment ~king treatment 

and GI'Oinll area. andGRJUndl 
.,... 

(Stratin3) (Stratin4) 

Site A 

Site stratification based on current and past land use. 

Large stained area l Large sta1nect area w/pungent odor. w/pungent odor. · 

(Straun3) 

_, ~ " / , 

~ 
Visibly nm.d 
55 gallon 
druma. 

(Stratim2) 

· Site B 

Site stratification based on site inspection or preliminary 
data. 

Figure 4-1. An Example of How to Stratify a Site with S.pU Contamination. 

/ . . . 
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CHAPTERS 

STEP 5: DEVELOP A DECISION RULE 

THE DATA QUALITY OBJECTIVES PROCESS 

State the Problem 

Identify the Decision 

Optimize the Design for Obtaining Data 

Purpose 

DEVELOP A DECISION RULE 
Pull)OM 

To define !he parameter at interest, 
specify the action level. and integrate previous 
000 outputs into a single statement that 
describes a logical basis for choosing among 
alternative actions. 
Activiliel 

• Specify the statistical parameter that 
characterizes the population. 

• Specify lhe action level for the study. 

• Combine the outputs at lhe previous 000 
steps into an ,_then.-" decision rule 
that defines the conditions that would 
cause lhe decision maker to chOOM 
among alternative ~ctionl. · 

The purpose of this step is to define the parameter of interest, specify the action level. 
and "integrate previous DQO outputs into a single statement that describes a logical basis for 
choosing among alte~ative actions. 

Expected Outputs 

• The statistical parameter (the parameter or interest) ~that characterizes the 
population.· 

• The action leveL 

• An· "if •.. then-" statement that defines the conditions '-that would cause the 
decision maker to choose among alternative actfoas./ ~ 

' . 
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Background 

The decision rule summarizes what attributes the decision maker wants to know about 

the population and how that knowledge would guide the selection of a course of action to 

solve the problem. The Decision Rule step combines criteria from past steps with the 

parameter of interest (statistical characteristic of the population) and the action level to 

provide a concise description of what action will be taken based on the results of the data 

collection. 

There are four main elements to a decision rule: 

·· (1) The parameter of-interest, a descriptive measure (such as a mean, median, or 

proponion) that specifies the characteristic or attribute that the decision maker 

would like to know about .the statistical population. The purpose of the data 

collection design is to produce environmental data that can·be used to develop 

a reasonable e~Iim::ne of tl:e population para::1et~r. 

(2) The scale of decision making, the smallest. most appropriate subset·(sub­

population) foi: which separate decisions will be made. (The scale of decision 

making was defined in Step 4: Defme the Boundaries of the Study.) 

(3) The acn'on level, a measurement threshold value of the parameter of interest 

that provides the criterion for choosing among alternative actions.::~~~ftion , 

level can be based on regulatory standards, an exposure assessment, technology •.,_ 

based limits, or reference-based standards. 

(4) The alternative actions, the actions that the decision maker would take, 

depending on the· true value of the parameter of iiuerest. (The alternative 

actions were identified in Step 2: · Identify the Decision.) 

Activities 

Specify the statistical parameter that characterizes the population (the parameter of 

interest). The planning team should specify the parameter of interest (such as the mean, 

median, or percentile) whose true value the decision maker would like know and that the data 

will estimate. For example, to determine if the contamination level at a given site exceeds an 

action level, the planning team must specify the parameter that will be evaluated with respect 

to the action leve~ (e.g., the mean concentration). Some regulations specify the parameter,. but 

if this is not the case, it may ·be necessary to consult with a statistician to help select a 

parameter that is consistent with the intended application. Recognize that the parameter that 

is chosen in this step may be changed to an equivalent descriptive measure as more 

information becomes available based on statistical considerations .in Step 7 of the DQO 

Process and in the Data Quality Assessment Process. Informati6it about positive and negative 

attributes of commonly used parameters is provided at the end of this chapter. 
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Specify the action level for the study. The decision maker should specify the numerical 
value that would cause him/her to choose between alternative actions .. For example, the 
decision maker would choose one action if the true value of the parameter of interest is above 
1 mg/L. and a different action otherwise. Confum that the action level is greater than the 
detection and quantitation limits for the potential measurement methods identified in Step 3: 
Identify the Inputs" to the Decision. 

Develop a decision rule. Develop a decision rule as· an "if ... then ..... statement that 
incorporates the parameter of interest, the scale of decision making. the action level, and the 
action(s) that would result from resolution of the decision. These four elements are combined 
in the following way: If the parameter of interest (e.g., true mean concentration of lead) 
within the scale of decision making (e.g., 1-acre plots) is greater than the action level 
(e.g., 1 mg!Kg), then take alternative action A (e.g., remove the soil from the site); otherwise 
take ·alternative action B (e.g .• leave the soil in place). For example, "If the true mean 
concentration of cadmium in the fly ash le&chate within a container truck. exceeds 1.0 mg/K.g, 
then the waste ash will be considered hazardous and will be disposed of in a RCRA 
hazardous waste landfill; otherwise, the waste ash will be disposed of in a municipal landfill." 
This statement is a functional decision rule that expresses what the decision maker ideally 
would like to resolve. It is not an operational decision rule which incorporates the decision 
maker's tolerable limits on decision errors and the statistical hypothesis, and.describes how 
the data will be summarized. The operational decision rule is developed during the Data · 
Qu~lity Assessment Process, after the data have been collected (see Appendix A). 
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Attributes of Different Statistical Parameters 

Positive Attributes 

.. 
• Useful when action level is based on long-term, average health effects 

(chronic conditions. carcinogenicity). 
• Useful when the population is uniform with relatively smail spread. 
• Generally requires fewer samples than othet parameters. 

Negative Attributes 

• Not a very representative measure of central tendency for highly skewed 
populations. 

• Not useful whe.n the population contains a large proportion of values that are 
less than measurement detection limits. (continued) 

Table S-1. Attributes of Different Statistical Parameters to 
Characterize the Population :1 . 
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Attributes of Differe~t Statistical Parameters (continued) 

MEDIAN 

Positive Attributes 

• Useful when action level is based on long-tenn. verage_ health effects (chronic 

conditions, carcin_ogenicity). 

• Provides a more representative measure of cent ten~ency than the mean for 

skewed popul&tions. 
• Useful when the population contains a large nu ber of values that are less 

than measurement detection. limits. 

• Relies on few statistical assumptions. 

~e{!ative Attributes 

• Will not protect against the effect of extreme values. . 

• Not a very representative measure of central tendency for h•ghly skewed 

populations. 

UPPER PROPORTION/PERCENTILE 

Positive Attributes 

• Useful for protection against extreme health effects. 

• For highly variable populations, provides best control of the extreme values. 

• Useful for skewed distributions. 

• May be appropriate when the population contains a large number of values 

less than the measurement detection limit, as long as this limit is less than the 

action level. 
• Relies on fe~ statistical assumptions. 

Negative Attributes 

• Requires larger sample sizes than mean. 

Rcfcrc:ncc: U.S. Environmental Protection Aacncy. 1989. Mtthods for EwzlJUUion Anainm.c111 of CkGIUip SIIJIIdDrdl: 

VoiiUIW I: Soils ond. So lUI M~dill.. EPA 231Y02-89-042. Otracc of Policy Plannia& and EvahwiCIIl. 

EPAQMM 

Table S-1. (cont.) Attributes of Different Statist1cal Parameters to 

. Characterize the Population 

!· 
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CHAPTER 6 

STEP 6: SPECIFY TOLERABLE LIMITS ON DECISION ERRORS 

THE DATA QUALITY OBJECTIVES PROCES
1
s _____ ....., ___ .....,. 

State the Problem 

Optimize the Design for Obtaining Data 

Purpose 

SPECIFY UMITS 
ON DECISION ERRORS 

~ 
To apec:ity the decision maker's tolerable limits 
on deCilion enara. 

• Oetennine tne possible ran911 of the 
parameter of interast. 

• Identity the decision enora and choose the 
null hypothelia. 

• Spec:ity 1 ran911 of possible parameter values 
wnere tne c:cnaeouencea of decision errora 

. ara relatively ~ (gray ragion). 

• Nsi~ probability values to points abave-"!1 .:_: ~ 
belOw the aclion level that raflect the 
tderable probability tor the 
OCQIITenCIII ol GeciaiOn •nora. 

The purpose of this step is to specify the decision maker's tolerable limits on decision 

errors, which are used to establish performance goals for the data collection design. 

Expected Outputs , 

• The decision maker~s tolerable d~:cision error rates based on a consideration 

of the consequences of making au incorrect decision.~ 

/. 
'. 
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Background 

Decision makers are interested in knowing the true state of some feature of the 
environment. Since data can only estimate this state, decisions that are based on 
measurement data could be in error (decision error). Most of the time the correct decision 

will· be made; however, this chapter will focus on controlling th~ less likely possibility of 
making a decision error. The- goal of the planning team is to develop a data collection design 
that reduces the chance of making a decision error to a tolerable level. Tills step of the DQO 
Process will provide a mechanism for allowing the decision maker to define tolerable limits 

on the probability of making a dec~sion error. 

There are two reasons why the decision maker cannot know ·the true value of a 
population parameter (i.e., the true state of some feature of the environment): 

(1) 7he popula~:on of inte:-est :dr.;'"''"t ~·~·ays vnrie!: over tice and spa.c:. !..:::-.:ted 

sampling will miss some features of this natural variation because it is usually 
impossible or imprar.tical to meast'.re every point of a population. Sampling 
design error occurs when the s;u:npling design is unabl~ to capture the 
complete extent of natural variability that exists in tbC true suite of the 
environment. · 

(~) Analytical methods and instruments arc never absohitcly perfect, hence a 
measurement can pnly estimate the true value of an environmental sample. 
Measurement error refers to a combination of random and systematic errors 
that inevitably arise during the various steps of the measurement process (for 
example, sample collection, sample handling, sample preparation. sample 
analysis, data reduction, and data handling). 

The combination of sampling design error and measurement error is called total study 

error, which may lead to a decision error. Since it is impossible to eliminate error in 
measurement data, basing decisions on measurement data will lead to· the possibility of 
making a decision error. 

The probability of decision errors can be controlled by adopting a. scientific approach. 
In this approach, the data are used to select between one condition of the environment (the 
null hypothesis, HJ and an alternative condition (the alternative hypothesis, H.).· The null 
hypothesis is treated like a baseline condition tha: is presumed to be true in the absence of 
strong evidence to the contrary. This feature provides a way to guard against making the 

decision error that the decision maker considers to have the more undesirable consequences. 

A decision erior occurs when the decision maker rejects the null hypothesis when it is 
true, or fails to reject the null hypothesis when it is false. Thescf two types of decision errors 

are classified as false positive and false negative d~c1sion errors. respectively. TJley are 
described below. · 

EPA QAJG.<& 28 



False Positive Decision Error - A false positive decision error occurs when the null 
hypothesis (HJ is rejected when it is true. Consider an example where the decision maker 
presumes that a .cenain waste is hazardous (i.e., the null hypothesis or baseline condition is 
"the waste is hazardous"). If the decision maker concludes that there is insufficient evidence 
to classify the waste as hazardous when it truly is hazardous, then the decision maker would 
niake a false positive decision error. A statistician usually refers to the false positive error as 
a "Type I" error. The measure of the size of this error is called alpha (a), the level of 
significance, or the size of the critical region. 

False Negative Decision Error - A false negative decision error occurs when the 
null hypothesis is !lQ! rejected when it is false. In the above waste example, the false 
negative decision error occurs when the decision maker concludes that the waste is hazardous 
when it truly is !lQ! hazardous. A statistician usually refers to a false negative error as a 
"Type IT" error. The measure of the size of this error is called beta (~). and is also known' as 
the complement of the power of a hypothes~s test. 

The definition of false positive and false negative decision errors depends on the 
viewpoint of the decision maker.• Consider the viewpoint where a person has been presumed 

. to be "innocent until proven guilty" (i.e., Ho is ~innocent"; Ha is "guilty"). A false positive 
error would be·convicting an innocent person; a false negative error would be ~ot convicting 
the guilty person. From the viewpoint where a person is presumed to be "guilty until proven 
inn~ent" (i.e., H0 is "guilty"; H. is "innocent"), the errors are reversed. Here, the false 
positive error would be not convicting the guilty person, and the false negative error would be 
convicting the innocent person. 

While the possibility of a decision error can never be totally eliminated, it. can be 
controlled. To control the possibility of making decision errors, the planirlng team must 
control total study error. There are many ways to accomplish this, including collecting a 
large number of samples (to control sampling design error), analyzing individual samples 
several times or using more precise laboratory methods (to control measurement error)~ 
Better sa.mpJing designs can also be developed to collect data that more acc~tely and 
efficiently represent the population of interest. Every study will use a slightly different 
method of controlling decision errors, depending on where the largest components of total 
study error exist in the data set and the ease. of reducing those error components. Reducing 
the probability of making decision errors generally increases costs. In many cases controlling 
decision error within very small limits is unnecessary for making a decision that satisfies the 
decision maker's needs. For instance, if the consequences of decision errors are minor, a 
reasonable deCision could be made based on relatively crude data (data with high total study 

1Note that these definitions are not the same as faise positive or false neg~ve !nstrument readinss. where 
similar terms are commonly used by laboratory or field persorinel.to describe -a·{ault in a single result; false 
positive and false nesative decision errors are defined in the context of hypothesis testinJ, Where the terms are 
defined with respect to the null hypothesis. · 

EPA QAJG.4 29 



error). On the other hand, if the consequences of decision errors are· severe, the decision 

maker will want to control sampling design and measurement errors within very· small limits. 

To m.inimize unnecessary effon controlling decision errors, the planning team must 

determine whether reducing sampling design and measurement errors is necessary to meet the 

decision maker's needs. These needs are made explicit when the decision maker specifics 

probabil1ties of decision errors that are tolerable. Once these tolerable limits on decision 

errors are defined, then the effon necessary to analyze and reduce sampling design and 

measurement errors to satisfy these limits can be detennined .in Step 7: Optimize the Design 

for Obtaining Data. It may be necessary to iterate between these two steps before fmding 

tolerable probabilities of decision errors that are feasible given resource constraints. 

Activities 

Determine the possible range of t!le J=~rameter oi in1ercst. :s:~.:!:sh !.!::! r~~sitle ra.Tlge of 

the parameter of .interest by estimating its likely upper and lower bounds. This will help 

focus the remaining activities of this. step on only the relevant values of the parameter. For 

example, the rang.e of the parameter shown in Figures 6-1 and 6-2 at the end of this chapter 

is between SO and 200 ppm. Historical and documen.ted analytical data are of great help in 

establishing the potential. parameter range. 

. 

. 

Identify the decision errors and choose the null hypothesis. Define where each ·decision 

error occurs relative to the action level and establish which decision error should be defmed 

as the null hypothesis (baseline condition). This process has four steps: 

· (1) Define both types of decision errors and establish the true state of nature for. 

each decision error. Defme both types of decision errors and detemiine which 

one occurs above and which one occurs below the action level. A· decision 

error occurs when the data mislead· the decision maker into concluding that the 

parameter of interest is on one side of the action level when the tnle value of 

the parameter is on the other side of the action level. For example, consider a 

situation in which a study is being conducted to determine if mercury 

contamination is creating a health hazard and EPA wants to take action if more 

than 5% of a population of fish·have mercury levels above a risk-based action 

leveL In this case, a decision error would occur if the data lead the decision 

maker to conclude that 95% of the mercury levels found in the flsh population 

were below the action level (i.e., the parameter is the "95th percentile" of 

mercury levels in the fish population) when the true.95th percentile of mercury 

levels in the flsh population was above the action level (which means that more 

than 5% of the fish population contain mercury levels greater than the action 

level). The ~ther decision error for this example "-ould be that the data lead _ 

the decision maker to conclude that the 95th percentile of mercury levels in the 

flsh population is greater than the action level w~en the trUe 95th percentile is 

less than the action level. 
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The "true state of nature" is the actual condition or feature of the environment that exists, but is unknown to the decision maker. Each decision error consists of two pans, the true state of nature and the conclusion that the decision maker draws. Using the ·example above, the true state of nature for the fJrSt decision . error is that the 95th percentile of mercury levels in the fish population is above the action level. · 

(2) Specify and.evaluate the potential consequences of each decision error. Specify the likely consequences of making each decision error and evaluate their potential severity in terms of economic and social· costs, human health and ecological effect~. political and legal ramifications, and so on. Consider the alternative actions that would be taken under each decision error scenario, as well as secondary effects of those actions. For example, in dete.mJ.ining whether or not 95% ofa fish population contain mercury levels above a risk­based action level, there may be a variety of potential consequences of committing a decision error. In ~he first decision error described above, where the decision ma.ker conCludes that the 95th percentile is below when the true 95th percentile was above the action level, the decision maker may decide to continue to allow fishing in the waters and not undena.ke any cleanup activity. The resulting consequences might include human health and ecological effects from consumption of contaminated fish by humans md other animals, economic and social costs of health .care and family disruption, and damaged credibility of EPA when (and if) the decision error is detected. If the other type of decision error is committed, where the decision maker decides that the 95th percentile exceeds the action level when the true 9~th percentile is below the action level, the decision ma.ker might ban all fishing in the local waters and initiate cleanup activities .. The consequences might include economic and social costs of lost revenues and job displacement in the fishing industry, damaged credibility for EPA when the cleanup activities expose the nature of the decision error, and the threat of lawsuits by fishing interests. 

Evaluate the severity of potential consequences of decisipn errors at different points within the domains of each type of decision error, since the severity of consequences may change as the parameter moves funher away from the action level. Consider whether or not the consequences ch~ge .abruptly at. some value, such as a threshold health effect level; tJ:te decision ma.ker may want to change the tolerable limit on the dedsion error at such a point 

(3) Establish which decision error has more ·severe consequences near the action leveL Based on the evaluation of potential consequences of decision errors, the decision maker should determine which decision errot causes greater concern when the trUe parameter value is near the acuon Iev9} •. It is important to focus on the region near the action level because this is where th~ true parameter . value is most likely tO be when a decision error is made (in other words, when 
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the true parameter is far above or far below the action level, the data are much 

more likely to indicate the correct decision). nus determination typically 

involves value judg~ments about -the relative severity of different types of 

consequences within the context of the problem. In the fish contamination 

problem above, the decision maker would weigh the potential health 

consequences from allowing people to consume contaminated fish versus the 

economic and social disruption from banning all fishing in the community. In 

this case, the decision maker migl\t carefully consider how uncenain or 

conservative the risk-based action level is. . 

{4) Define the null hypothesis (baseline condition) and ·the alternative hypothesis 

and assign the renns "false positive" and jalse negative" to the appropriate 

decision error. In problems that concern regulatory compliance, human health. 

or ecological risk, the decision error that has the most adverse potential 

consequences should be defined as the null hypot .• ~e5is (baseline condition).1 

In statistical hypothesis testing, th~ data must conclusively demonstrate that the 

null hypothesis. is false. That is, the data must provide enough information to 

authoritatively reject the null hypothesis {disprove the baseline condition) in 

favor of the alternative. ·Therefore, by setting the null hypothesis equal to the 

true state of nature that e:Usts when the more severe decision error occurs, the 

decision maker guards against making the more severe decision error by 

placing the burden of proof on demonstrating that the most adve~ ~~ __ c 

consequences will .!!Ql be likely to occur. . · · - ----: '"" • 

It should be noted that the null.and alternative hypotheses have been 

predetermined in many regulati~ns. If not. the planning team should define the 

null hypothesis (baseline condition) to correspond to the true state of nature for 

the more severe decision error and defin~ the alternative hypothesis to 

correspond to the true state of nature for the less severe decision error. 

Using the definitions of null and alte~ative hypotheses, assign the term "false 

positive" to the decision error in which the decision maker rejects the null 

hypothesis when it is true, which.corresponds to the decision error with the 

more severe consequences identified in task (3). Assign the term "false 

negative" to the decision error in which the decision maker fails to reject the 

~otc that this differs somewhat ftom the conventional uu of hypodais testing in the context of planned 

experiments. There. the alternative hypothesis usually corresponds to what the experimenter hopes to prove, ~d 

lhe rauU hypothesis usually correspo:tds to soiT.c ba:>dine condition that rc:prisents 3D "opposite" assumption. For 

·instance, the e~pc:rimenter may wish to pruve that a new water uea~ent ~th~ works bener than an ·existin& 

accepted method. The experimenter might formulate the null hypothesis to· correspond to "the new method 

perl'orms no bener than the accepted method." and the alternative hypothesis as "the new method pcrfonns better 

than the accepted method." The burden of proof would then be .on the experimental data to show that the new 

meth~ performs better than the accepted method. and that this rc:suit is nOl due to chance. 
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null hypothesis when it is false, which corresponds to the decision error with 
the less severe consequences identified in task (3). 

Specify a range of possible parameter values where the consequences of decision errors 
are relatively minor (gray region). The gray region is a range of possible parameter values 

· where the consequtnces of a false negative decision error are relatively minor. The gray 
region is bounded on one side by the action level and on the other side by that parameter 

· value where the consequence-s of making a false negative decision error begin to be 
significant. Establish this boundary by evaluating the consequences of not rejecting the null 
hypothesis when it is false. The edge of the gray region should be placed where these 
consequences are severe enough to set a limit on the magnitude of this false negative decision 
error. Thus, the gray region is the area betwee_n this parameter value and the action level. 

It is necessary to specify a gray region because variability in the population and 
unavoidable imprecision in the measurement system combine to. produce .variability in the 
data such that a decision may be "too close to call" when the true parameter value is very 
near the action level. Thus, the gray region (or "area of uncenainty") estab_lishes the 
minimum distance from the action level where the decision maker would like to begin to 
control false negative decision errors: In statistics, the width of this interval is called the 
"minimum detectable difference" and· is· often expressed as the Greek letter delta (~). · The 
width of the gray region is an essential part of the calculations for determining the number of 
sarpples needed to satisfy the DQOs, and represents one imponant aspect of th~ ~siqn 
maker's concern for decision errors. A more narrow gray region implies a desl..re to detect 
conclusively the condition when the true parameter value is close to the action level ("close" · 
relative to the variabi~ity in the data). When the true value of the parameter falls within the · 
gray region, the decision maker may face a high probability of making a false negative 
decision error, since the data may not provide conclusive evidence for rejecting the null 
hypothesis, even though it is actually false (i.e., the ·data may be too variable to allow the 
decision maker to recognize that the presumed baseline condition is, in fact, .!!Q1 true). 

From a practical standpoint, the gray region. is an area where it will not be feasible or 
reasonab~e to control the false negative decision error rate to low levels because of high costs. 
Given the resources that would be required to reliably detect small differences between the . · 
action level and the true parameter value, the decision maker must balance the resources spent 
on data collection with the expected consequences of making that decision error. For 
example, when testing whether a parameter (such as the mean concentration) exceeds the 
action level, if the !!!:!£.parameter is near the action level (rel2.tive to the expected variability 
of the data), then the imped'ect data will tend to be clustered around the action level, with 
some values above the action level and some below. In this situation, the likelihood of 
committing a false negative decision error will be large. To determine with confidence 
whether the true value of the parameter is above or below the action level, the decision maker 
would need to collect a large amount of data, increase· the precisi~ of the measurements, or 
both. If taken to an extreme, the cost of collecting data can exceed.the cost of making a 
decision error, especially where the consequences of the decision error may be relatively 
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minor. Therefore, the decision maker should establish the gray region, or the region. where it 

is not critical to control the false negative decision error, by balancing the resources needed to 

"make a close call" versus the consequences of making that decision error. 

Assign probability Umits to points above and below the gray region that reOect the 

tolerable probability for the occurrence of_ dec_ision errors. ~sign probability values to 

points above and below the gray region that reflect the decision maker's tolerable limits for 

making an incorrect decision. Select a possible value of th~ _parameter; then choose a 

probability limit based on an evaluation of the senousness of the potential consequences of 

making the decision error· if the true parameter value is located at that point. At a minimum, 

the decision maker should specify a false P9Sitive decision error limit at the action level, and 

a false ne-gative decision error limit at the other, end of the gray region. For many situations, 

the decision maker may wish to specify additional probability limits at other possible 

parameter values. For example, consider a hypothetical toxic substance that has a regulatory 

~~tion .evel Oi 10 ppm, and which proc:;:.::s threshold effects in huma."t.s exposed to mea!l 

concentrations above 100 ppm. In this situation, the decision maker inay wish to specliy 

more stringent probability limits at that threshold concentration of 100 ppm than those 

specified at 10 ppm. The tolerable decision-error limits should decrease further away from 

the action level as the consequences of decision error become more severe. 

Given the potentially high cost of controlling sampling design error and measurement 

error for environmental data, Agency decision making is rarely supported by decision enor 

limits more stringent than 0.01 { 1%) for both the false positive and false negative decision 

errors. This guidance recommends using 0.01 as the starting point for_ setting decision etror 

rates. The most frequent reasons for setting limits greater {i.e., less stringent) than 0.01 are 

that the consequences of the decision errors may not be severe enough ·to warrant setting 

decision error rates that are this extreme. The value of 0.01 should not be -considered a 
. -

prescriptive value for setting decision error rates, nor should it be considered as the policy of 

EPA to encourage the use of any panicular decision error rate. · R~ther, it should be viewed 

as a starting point from which to develop limits on decision errors' that are applicable for.each 

study. If the decision maker chooses to relax the decision error rates from 0.01 for false · 

positive or false negative decision errors, the planning teain should document the reasoning 

behind setting the less stringent decision error rate and the potential impacts on cost, res~urce 

expe-nditure, human health, an.d ecological conditions. 

The combined information from the activities section of this chapter can be graphed 

onto a "DeCision Performance Goal Diagram" or chaned in a "Decision Error Limits Table" 

(see Figures 6-1 and 6·2 and Tables ~1·and 6·2 below). Bo~ are useful tools for visualizing . 

and evaluating all of the outputs from this step. Figure 6·1 and Table ~ 1 illustrate the case 

where the null hypothesis (baseline condition) is ·that the paramet~r of inte~st exceeds the 

action level (e.g., the waste is hazardous). Figure 6-2 and Table 6·2 illustrate the case. where 

the null hypothesis (baseline condition) is that the parameter is ~ss ·than the.actioillevel {e.g., 

the waste is not hazardous). · 
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Figure 6-1. An Example of a Decision Performance Goal Diagram 
Baseline Condition: Parameter Exceeds Action Level. 

True Correct Type of Tolerable Probability of 
Concentration Dedsion Error Incorrect Decision 

< 60 pp~ Not exceed F(·) S% 

60 to80 Not exceed F(-) 10% 

80 to 100 Not exceed F(-) gray region 

100 to ISO Does exceed F(+) S% 

>ISO Does exceed F(~) 1% 

Table 6-1. Decision Error Limits Tai>le Cortesponding to Figure 6·1. 
(Action Level= 100 ppm) 
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' . 

3S Scpembcr. 1994 



EPAQAIG-4 

1. 0 =-" 
~ 

0. 9 1- ~ 
~ 

-
'~~olerable 

1. 0 
0.95 
9 0. 

0. 8 

o. 7 

o. 6 

0. 5 

o. 4 

o. ~ 

0.2 

o. 
0.05 

1 

0 

1-

-
-

t 
~ 
~ 

Tolerable 
·~ ~l$<1 

Posruve 
Decision 

Error Ratn 

\ 
I ' 

50 I 70 I 90 
60 80 

... Falu 
N M ~ o:grsion - 0. 

~ Error Rat" 
8 

~ - 0. 
' 

7 

I - o. 6 

- 0. 5 

- 0. 4 

-: 0. ,. . 
~;x V(;. ' 

Gray Region - 0 
I =J::-

.2 

Ratu.,. 
Corwoe,.. - 0.1 
Tole lUlL) 

I 110 110 I 190 I 130 I 150 
100 120 140 160 180' 200 

0 

LActlon~.ew~ 
True Value of the Parameter (Mean Concentration, ppm)· . ' 

Figure 6-2. An Example of a Decision Performance Goal Diagram 
Baseline Conditio-n: Parameter Is Less Than Action Level. 

True Correct :Type of Tolerable Probability of 
Concentration DeCision Error Incorrect Decision 

< 60 ppm Not exceed F(+) 5% 

60 to 100 Not exceed F(+) 10'% 

100 to 120 Does exceed F(-) gray region 

120 to 150 Does exceed F(-) 20% 

> 150 Does exceed F(-) 5CJ, 

Table 6-2. Deci!ion Error Limits Table Corresponding t6 Figure 6-2. 
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CHAPTER 7 

STEP 7: OPTIMIZE THE DESIGN FOR OBTAINING DATA 

THE DATA QUALITY OBJECTIVES PROCESS 

State the Problem 

Purpose 

OPTIMIZE THE DESIGN 

~ 
To ldMIIIy. __ ,..,.Cia. 
collacliof\ Clill9' tar ~linG 
ell ... ,.,. ~11:1-tafyb DOOI. 

~ 
• R..,._ trw 000 CUIEJUIS and bianQ 

erwftN,.,.., GaiL 

• ~ o-n-1 o.• c:ol-=aan 
Clalign a~Wnallva 

• Fonnull•trw .. .,.,.Ileal..,... 
Meelld·ll:leo~W b Clalign prDbleml 
tar-=" Clalign .,..,. .... 

• Select .. .,... ample ailllllal 
alisllel .. COOl tar MCh Cleaign ...,. .... 

• Select .. 111011 ~~ Clill9' .. 
........ oi .. DOOL 

• DoQ,ment .. eperallcNidelaill and 
e-tlcal.-npllonl ol .. ....., 

Clalign In .. sampling and_.,.. plan. 

The purpose of this step is to identify a resource-effective data collection design for 

generating data that are ex~cted to satisfy the DQOs. 

Expected Outputs 

• The most resource-effective design for the study that is expected to achieve 
the DQOs. . . ., . 

/. 
' . 
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Background 

In this step. statistical techniques are u5ed to develop altemati~e data collection 
designs and evaluate their efficiency in meeting the DQOs .. To develop the optimal design 
for this study, it may be necessary to work through this step more than once after revisiting 
previous steps of the DQO Process. 

. .· 
The objective of this step is to identify the mos~ resource-effective data collection 

design expected to generate data that satisfy the DQOs specified in the preceding steps. 
While a. full explanation of the procedures for devdoping a data collection design is beyond 
the scope of this guidance document, it does provide a broad overview of the steps that need 
to be accomplished to reach this goal. The example in Appendix B illustrates some of these 
activities iD more detail. 

· Review the DQO outputs and existing environmental data. Review the DQO outputs 
generated in the preceding six steps to ensure that they are internally consistent. · The DQOs 
should provide a ·succin~t collection of information on the context of, requirements for, and 
constraints on the data collection design. Review existing data in more ~etail if it appears 
that they can be used to suppon the data collection design (e.g •• analyze the variability in 
existing data if they appear to provide good info~ation about the variance for the new data). 
If existing data are going to be combined with new data to suppon the decision, then 
determine if there are any gaps that can be fllled or deficiencies that might be mitigated by 
including appropriate features in the new data collection design. 

Develop general data collection design. alternatives. Develop alternative data collection and 
analysis designs based on the DQO outputs and other relevant information, such as historical 
patterns of contaminant deposition, estimates of variance, and technical characteristics of the 
contaminants and media. Generally, the goal is to find cost-effective alternatives that balance 
sample siZe and .measurement performance, given the feasible choices for sample collection 
techniques and analytical methods. In some cases where there is a relatively high spatial or 
temporal variability, it may be m~re cost-effective to use less expensive yet less precise 
analytical methods so that a relativl!ly large number of san1ples can be taken, thereby 
controlling the sampling design error component of total study error. In~ other cases where 
the contaminant distribution is relatively homogeneous, or the action level is very near the 
method detection limit, .it may be more cost-effective to use more expensive yet more precise 
and/or more sensitive analytical methods and collect fewer samples, thereby controlling the 
analytical. measurement error component of tot3l study erro~.·. Examp!es of general data 
collection design alternatives include: 

• fac~orial design 
• simple random sampling 
• stratified random sampling 
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Formulate the mathematical expressions needed to solve the design problem for each 
data collection design alternative. Develop the following three mathematical expressions 
needed to· optimize the data· collection design as follows: 

(1) Define a suggested method for testing the statistical hypothesis and defme a 
sample size formula that corresponds to the method if one exists 
(e.g., a Student's t-test). 

(2) _Develop a statistical model that describes the relationship of the measured 
value- to the "true" value. Often tile model will describe the components of 
error or bias that are believed to exist in the measured .value. 

(3) Develop a cost function that relates the number of samples to the total cost of 
sampling and analysis. 

Select the optimal sample size that satisfies the DQOs for each data c"ollection design 
alternative. Using the mathematical expressions from the previous activity, solve for the 
optimal sample size that satisfies the DQOs, including the decision maker's limits on decision 
errors. If no design will meet the limits on decision errors within the budget or other 
cons~aints, then the planning team will need to relax one or more constraints. For example: 

• increase the budget for sampling and analysis; 
• increase the width of the gray region; 
• increase the tolerable decision error rates; 
• relax other project constraints, such as the schedule; or 
• change the boundaries; it may be possible to reduce sampling and analysis costs by 

changing or eliminating subgroups that will·require separate decisions. 

Select the most resource-effective 'data collection design that. satisfies all· of the DQOs. 
-Evaluate the design options based on cost and ability to meet the DQO constraints. Choose 
the one that provides the best balance between cost (or expected cost) and ability to meet the 
DQOs. 

The statistical concept of a power function is extremely useful in investigating the 
performance of alternative designs. The power function is the probability of rejecting the null 
hypothesis (H0) when the null hypothesis is fafse (i.e., the alternative condition is true). If 
there was no error associated with a decision, the ideal power function would be 0 if flo were 
true, and 1 if Ho were false. Since decisions are based on imperfect data. however, it is 
Impossible to achieve this ideal power function. Instead, the power function will most likely 
yield values that are small when Ho is true and large when Ho is false. A performance curve 
is based on the graph of the power function.• The performance curve can be overlaid into 

.. 
1In this ruic:tance. the perfonnance curve is based on either the power curve or the ~mpltment of the power curve. This 

ensures that the performance curve always rises from left to right. 
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the Decision Performance Goal Diagram to assess how well a test performs or to compare 

competing tests. A design that produces a very steep performance cuz:ve is preferred over one 

that is relatively flat. An example of a performance curve is shown in Figure 7-1. 
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Figure_7-1. An Example of a Power Curve·. 
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Baseline Condition: Parameter is Less Than Action LeveL 

Document the operational details and theoretical assumptions of the selected design in 

the sampling and analysis plan. Document the selected design's key features that must be 

implemented properly to allow for efficient and valid statistical interpretation of the data. It 

is panicularly imponant to document the statistical assumptions·that could be violated through 

errors in or practical constraints on field sample collection· procedures or analytical methods. 

After all the activities have been completed it may be helpful to enlist the advice and 

review of a statistician with expenise in data collection desjgns. This will be panicularly 

usrful if the initial data collection designs have. been developed by an inexperienced 

statistician or an environmental scientist with limited ·statistical tt"~ning. The experienced 

statistician may be able to offer innovative alternative data collection designs that may be 

more cost-effective or simpler to implement. 
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Overview 

APPENDIX·A 

BEYOND THE DQO PROCESS: 
THE QUALITY ASSURANCE PROJECT PLAN 

AND DATA QUALITY ASSESSMENT 

This appendix explains some imponant QA management steps that occur after the 

DQO Process has been completed. The DQO Process is pan of the planning phase of the 

data collection operation, as illustrated in Figure A-1. At the completion of the DQO Process, 

the planning team will have documented the project objectives and key performance 

requirements for the data operations in the DQOs. and will have identified a data collection 

aesign that is expected to achieve the r: :-,Os. The cata collec:ion design a:td DQO: will then 

be used to develop the Quality Assurance Project Plan (QAPP), which provides the detailed 

project-specific objectives, specifications, and procedures n~edcd to conduct a successful data 

collection activity. During the implementation phase of the data. collccti~n life cycle, the 

QAPP is. executed and the data are collected. During the assessment phase, a Data Quality 

Assessment (DQA) is performed on the data to determine if the DQOs .have been satisfied. 

The relationship between the DQO Process and these subsequent activities arc explained in 

more detail below, · 

Qualitv Assurance Project Plan Development 

· The QAPP is a formal EPA project document that specifies the operational procedures 

and quality assurance/quality control (QNQC) requirements for obtaining environmental data 

of sufficient quantity and quality to satisfy the project objectives. The QAPP is an imponant 

pan of the EPA Quality System, and is required for all data collection activities that generate 

data for use by EP A.1 The QAPP contains information on project management. measurement 

and ·data acquisition, assessment and oversight, and data vali~ation and useability._ 

The DQO Process may be viewed as a preliminary step in the QAPP development 

process. as shown in the right half of Figure A-1. DQOs are a formal element of the QAPP. 

yet information contained in the DQOs relates indirectly to many other elements of the 

QAPP. In essence, the DQOs provide statements about the expectations and requirements of 

the data user (such as a decision maker). In the QAPP, these requirements arc translated into 

measurement performance specifications and QNQC procedures for the data suppliers, to 

/ .. 
'U.S. Environmental Protection Agency. EPA Requirements for Quality Assurance Project Plans for· 

Environmental Data Operations. EPA QAIR-5, 1994. 
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provide them with the information they need to satisfy the data user's needs. Thus, the 
QAPP integrates the DQOs, the data collection design, and QAJQC procedures into a coherent 
plan to be used for collecting defensible data that are of known quality and that is adequate 
for the data's intended use. 

QA PLANNING FOR 
DATA COLLECTION 

PLANNING 
J Data Ouallty Ob}ectlvea Pro~eaa 1 

Data Quality Objectives Process 
Quality Assurance Project Plan Development + OIJTPVTS ·+ 

Data j Data I OualltV C:::lleo:rton ,, j Obiectivas I Des•gn 

IMPLEMENTATION 
,. INPC/f'S r 

. 

F"18kl Oata CoDection and Associated Quality Assurance Project ~ 
Ouanty Assurance I Quality Control Ac:tlvltles Development 

t . --:-·----....... . .___..;, . , Quality 
Assurance 

ASSESSMENT 
Project Plan -...__,__ 

Oata VaHdatlon 
Oata Quality Assessment 

-

. 
Figure A·l. QA Planning and the Data Life Cycle. 

The QAPP is structured into three sections: the Introduction, Requirements, and 
Elements. The Elements are the individual requirements of the QAPP that are listed 
separately. The Elements are grouped into four categories: Project Management, 
Measurement/Data Acquisition. Assessment/Oversight, and Data Validation and Useability. 
The outputs of the DQO Process will provide infonnation or inputs to elements in the Project 
Management section. 

/. 
' . 
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Data Quality Assessment 
. . 

After the environmental data have been collected and validated in accordance with the 

QAPP, the data must be evaluated to determine whether the DQOs have been satisfied. EPA 
has developed guidance on Data Quality Assessm~nt (DQA) to address this need (see Figure 
A-2).2 DQA involves the application of statistical tools to determine: 

• whether the data meet the assumptions under which the DQOs and the data 
collection design were developed; and 

• whether the total error in the data is small enough to allow the decision maker to 
use the data to support the decision within the tolerable decision error rates 
expressed by the decision maker. 

It is imponant to verify the assumptions that underlie the DQOs arid the data 
collection design so that statistica! calcubtions performed on the data relate tc the decision 
maker's problem in a scientifically valid and meaningful way. If the data do not support the 

underlying assumptions, then corrective actions must be taken to ensure that the decision 
maker's needs are met. Corrective action may be as simple as selecting a different statistical 
approach that relies on assumptions that are in better .agreement with the data. or it may be as 
complicated as revising the data collection design and collecting new data that satisfy the 
decision maker's needs. · 

If the data support the conclusion that the assumptions are reasonable, then the next 
step of a DQA can be taken, which is to evaluate how well the data support the actual 
decision. This is determined by evaluating whether the data conclusively demonstrate that the 
population parameter of interest is above (or below) the action level. In essence, this is · 
where the decision maker applies a more specific or "operational" version of the decision· rule 
that was developed in Step S of the. DQO Process (in statistical terms, this .is perfonning the 
hypothesis test). Whether the data are "conclusive" or not will depend on the estimated value 
and variability of ~e statistical parameter in relation to the gray region and the limits on 
deCision errors that were specified in Step 6 of the DQO Proces!'. If the decision cannot be· 

made in accordance with the decision maker's DQOs, then the decision maker must decide 
whether to take corrective actions (such as collect more or better data), relax the DQOs, or 
make a decision anyway, without the benefit of adequate data. 

/. 
~ . 

2 U.S. Environmental Protection Agency. GuidtJnce for Dara Quality Assessments. EPA QA/0-9, 1994. 
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Thus, DQA is an essential element of the data operation because it helps to bring 
closure to the issues raised at the beginning of the DQO Process. By verifying the 
assumptions required to draw scientifically valid and meaningful conclusions from the data, 
and by implem~nting the decision rule, DQA helps the decision ni~er determine whether the 
DQOs have been satisfied. 

PLANNING 
::zta C:;:!lty "''::je&.:"'~ P~~::!s 

Quality Assurance Project Plan Development . 

IMPLEMENTATION 
~~~ld Data Collection and Associated 
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Figure A-2. Quality Assurance Assessment. 
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APPENDIX B · 

DQO CASE STUDY: CADMIUM-CONTAMINATED 

FLY ASH WASTE 

Introduction 

This appendix presents a functional, but realistic example of the DQO outputs for a 

decision that could be made within the Resource Conservation and Recovery Act (RCRA) 

hazardous waste management program. The example is intended to illustrate the types ·Of. 

outputs that are common to the DQO Process. It is !lQ! intended, however, to represent the 

policy of the RCRA program for actual situations that may be similar to the example. Please 

consult with a knowledgeable representative within the RCRA program office about the 

current policy for making waste classification decisions for fly ash or other types of 

hazardous waste. · 

The case study has been chosen because it is simple and straightforward, and because 

the outputs are uncomplicated. Although some of the outputs from this example may seem .. 

intuitive, this is not often the case in practice. For many studies, the DQO Process .is 

complicated and thought-provoking. Even so, some steps will require more effort than others. 

Keep in mind that !!! of the steps in the DQO Process are neces.sary ·to develop a data.· 

collection design. Once the first six steps have been completed and thoroughly thought-out. 

then development of the most resource-effective data collection design can proceed. -. ·-·- ~;; 

Background 

A waste incineration facility located in the Midwest routinely removes fly ash from its 

flue gas scrubber system and disposes of it in a .local sanitary landfill. Previously it was 

determined that the ash was not hazardous according to RCRA program regulations. The 

incinerator, however, recently began treating a new waste stream. The representatives of the 

incineration company are concerned that the waste py ash could now contain hazardous levels 

of cadmium from the new waste sources. They have decided to test the ash to determine 

whether it should be sent to a hazardous waste landfill or continue to be sent to the municipal 

landfill. They have decided to employ the DQO Process to help guide their decision making. 

Cadmium is primarily used as corrosion protection on metal pans of cars and electrical 

appliances. It is also used in some batteries. Cadmium and cadmium salts have toxic effects 

fqr humans through both ing~stion and inhalation exposures. Ingestion exposure usually 

causes mild to. severe irritation of the gastrointestinal tract. which can be caused by 

concentrations as low as 0.1 mglkglday. Chronic (long-term) inhalation exposure can cause 

increased incidence of emphysema and chronic bronchitis. as well. as kidney damage . . 
(· 
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Under the current Code of Federal Regulations, 40 CFR, Pan 261, a solid waste can be considered "hazardous" if it me~ts specific criteria of ignitability, corrosivity, reactivity, and toxicity. One method that is used to determine if a solid substance, such as fly ash, meets the criteria for toxicity under. the RCRA program regulations is to test a "representative sample" of the waste and perform a To:xic.ity Characteristic Leaching Procedure (TCLP) described in 40 CFR. Pt. 26I, App. ll. During this process, the solid fly ash will bC "extracted" using an acid solution. The extraction liquid (the TCLP leachate) will then be subjected to tests for specific-J;Detals and compounds. For this exainple, the only concern is with the concentration of cadmium in the leachate. The primary benefit of the DQO Process will be to establish the data coHection design needed to determine if the waste is hazardous under RCRA regulations within tolerable 'decision error r&tes. 

As a precursor to the DQO Process, the incineration company has conducted a pilot study of the . fly ash to detennine the variability in the concentration of cadmium between loads of ash leaving the facility. They have determined that each load is .fairly homogeneous. There is a high variability berween loads. ho•.vever, due to the ·~ature of the waste stre:1.:n. Most of the fly ash produced is not hazardous and may be disposed of in a sanitary landfill. Thus, the company hJ!S decided that testing each individual waste load before it leaves the facility would be the most economical. Then they could send loads of ash that exceeded the regulated standards to the higher-cost RCRA landfills and continue to send the others to the sanitary landfill. · · · 

DOO Development 

The following is a representative example of the output from each step of the DQO Process for the ·fly as~ toxicity problem. 

State the Problem - a description of the problem(s) and specifications of available resources and relevant deadlines for the study. 

(I) identify the members of the planning team- The members of the planning team will include the incineration plant manager, a plant engineer, a statistician, a quality 
assurance officer, an EPA representative who works within the RCRA pro~ and a chemist with sampling experience. · · 

(2) Identify the primary decision maker - There will not be a primary decision maker; decisions will be made by consensus. . 

(3) Develop a concise description of the problem -. The problem is to determine which loads should be sent to a RCRA landfill versus a sanitary landfill. 

(4) Specify available resources and relevf1."1.t deadUrze.~ fnr the st•Jdy- While t~e p~ject will not by constrained by cost, the waste generator (the inc~neration company) wishes · to hold sampling costs below $2,500. They have also requested that the waste testing 
be completed within I week for each container load. 

# 
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Identify the Decision - a statement of the decision that will use environmental data and the 

actions that could result from this decision. 

(i) Identify the principal study question- Is the fly ash waste considered hazardous 

under R~ regulations?· 

(2) Define alternative actions that could result from resolution of the principal study 

quesn'on ~ 

(a) The waste fly ash could be disposed of in a RCRA landfill. 

(b) The waste !1y ash could be disposed of in a sanitary landfill. 

(3) Combine the principal study question and the-alternative actionS into a decision 

.statement - Decide whether or not the fly ash waste is hazardous under RCRA and 
requires special disposal procedures. 

(4) Organize multiple deei.sions- Only one decision is being evaluated. 

Identify the Inputs to the DeciSion -.a list of the environmental variables or characteristics 

·that will be measured and other information needed to resolve the decision statement. 

(1) Identify the information that will be required fO resolve the decision statement -.To 
resolve the decision statement, the planning team needs to obtain measurements .of the 

cadmium concentration in the leachate resulting from TCLP extraction. · 

(2) Determine the .sources for t;ach item of information identified - The fly ash should be 

tested to detennine if it meets RCRA regulated standards for toxicity using the test 

methods listed in 40 CFR, Pt. 261, App. n. Existing pilot study data provide 
information about variability, but do not provide enough information to resolve the 

decision statement. 

(3) Identify the information that is needed to establish the action level ....... nie action level 

will be ba5ed on the RCRA regulations for cadmium in TCLP leachate. 

(4) Confirm that appropriate measurement methods exist to provide the necessary data -

Cadmium can be measured in the leachate according to the method specified in 40 

CFR, Pt. 261, App. n. The detection limit is below the standard. 

Define the Boundaries of the Study - a detailed description of the spatial and temporal 

.. boundaries of the problem, characteristics that defme the population of interest, and any 

practical considerations for the study. · 

/ . . . 
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(1) Specify the characteristics that define the population of interest- Fly ash waste from the hazardous waste incinerator will be analyzed. The fly ash should not be mixed 
with any other constituents except water that. is used for dust control. Each load of ash should fill at least 70% of the waste trailer. In cases where the trailer is filled less than 70%, the trailer must wait on-site until more ash is produced and ·rills the trailer 
to the appropriate capacity. 

(2) Define the spatial boundary of the decision statement -
. 

(a) Define the geographic area to which the decision statement applies. Decisions 
will apply to each container load of fly ash waste. 

(b) When appropriate, divide the population into strata that have relativel-y 
homogeneous characteristics. Stratification is not necessary since the waste ash is . relatively homogeneous within each container. 

(3) Define the temporal boundary of the decision statement -

(a) Detennine the rimeframe to which the decision. statement applies. It will be 
assumed that the sampling data represent both the current and future concentration of cadmium within the ash. 

(b) Detennine when to collect data. Contained in the trucks, the waste-:doa ndt pose a threat to humans or the environment. Additionally, since the fly ash is not 
subject to change, disintegration, or alteration, the decision about the waste 
characteristics does not warrant any temporal constraints·. To expedite decision 
making, however, the planning team has placed deadlines on sampling and· 
reponing. The fly ash waste will be tested within 48 hours of being loaded onto 
waste hauling trailers. The analytical results from each sampling round should be completed and reponed within S working days of sampling. Until analysis is . 
complete, the trailer cannot be used. 

(4) · Define the scale of decision making- The scale of decision making will be each container of waste ash. · 

(S) Identify pracn'cal constraints on data collection - The most imponant practical 
consideration that could interfere with the study is the ability to take samples from the fly ash that is stored in waste hauling trailers. Although _the trailers have open access, special procedures and methods will have to be implemented for the samples to be 
representative of the entire depth of the ash. It has been suggested· that. core samples may be one practical solution to this problem. To get addi~onal samples from each truck and to minimize the cost, compositing of core samples has been suggested. . / .. 

~ . 
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Develop a Decision Rule - to define the parameter of interest, specify the action level and 

integrate previous DQO outputs into a single statement that describes a logical basis for 

choosing among alternative actions. 

(1) Specify t~ statistical parameter that characterizes the population of interest- The 

planning team is interested in the true mean concentration of cadmium in .the TCLP 

leachate for each container. 

(2) Specify the action level for the study- The action level for the decision will be the 

RCRA regulatory standard for cadmium of 1.0 mg/L in the TCLP leachate. 

(3) Develop a decision rule (an "if. .. then ... " statement)- If the mem concentration of 

cadmium from the fly ash leachate in each container load is greater than 1.0 mg/L 

(using the TCLP method a5 defmed in 40 CFR 261), then the waste will be considered 

hazardous and will be disposed of at a RCRA landfill. ·If the mean concentration of 

cadmium from the fly ash waste leachate is less than 1.0 mg/L (using the TQ..P 

method as defined in 40 CFR 261), then t.'le W2.Ste will be considered non-hazardous 

and will be disposed of in a sanitary landfill. · 

Specify Tolerable Limits on Decision Errors -.the decision maker's toleraole.decision 

error rates ba.sed on a consideration of the consequences of making a decision error. 

(1) · Determine .the possible range of the parameter of interest- From analysis of records 

of similar stUdies of cadmium in environmental·matrices, the range of the cadmium 

concentrations is expected to be from 0-2 mg/L. Therefore the mean concentration is 

exJX:cted to be between. 0-2 mg/L for this investigation. 

(2) Identify the decision errors and choose t~ null hypothesis -

(a) Define both types of decision errors and establish the true state of nature for each 

decision error. The planning team has detennined that the two decision errors are 

(i) deciding that ·the waste is hazardous when it truly is not. and (ii) deciding that 

the waste is not hazardC'us· when. it ·truly is. ·. 

The. true state of nature for decision error (i) is· that the w.aste is not hazardous. 

The true state of nature for decision em>r (ii) is that the waste is hazardous. 

(b) Specify and evaluate the potential consequences of each decision error. 

EPA QA/0-4 

The consequences of deciding that the waste is. hazardous when it truly is not 

will be that the incinerator company will have to pay more for the disposal of 

the fly ash at a RCRA facility than at a sanitary landfill. 

/· 

Sl September 1994 



Under the current Code of Federal Regulations, 40 CFR, Part 261, a solid waste can 
be considered "hazardous" if it me~ts specific criteria of ignitability, corrosivity, reactivity, 
and toxicity. One method that is used to determine if a solid substance, such as fly ash, 
meets the criteria for toxicity under the RCRA program regulations is to test a "representative 
sample" of the waste and perform a Toxic~ty Characteristic Leaching Procedure (TCLP) 
described in 40 CFR. Pt. 261, App. n. During this process, the solid fly ash will be 
"extracted" using an acid solution. The extraction liquid (the TCLP leachate) will then be 
subjected to tests for specific.metals and compounds. For this example, the only concern is 
with the concentration of cadmium in the leachate. The primary benefit of the DQO Process 
will be to establish the data coHection design neetfed to determine if the waste is hazardous 
under RCRA regulations within tolerable 'decision error r&tes. . 

As a precursor to the DQO Process, the incineration company has conducted a pilot study of the fly ash to determine the variability in the concentration of cadmium between 
loads of ash leaving the facility. They have determined that each load is .fairly homogeneous. There is a high variability between Jo2ds. however. due to the nature of the waste !:L'"'e:un. 
Most of the fly ..sh produced is not h~ardous a.,d may be disposed of in a sanitary landfill. 
Thus, the company htiS decided that testing each individual waste load before it leaves the 
facility would be the most economical. Then they could send loads of ash that exceeded the 
regulated standards to the rugher-cost RCRA landfills and continue to send the others to the sanitary landfill. ·o 

0 

• 

DOO Development -:--:-·~--.:-....;,-. 
-:--·-·--.................. ..;. 

The foJlowing is a representative example of the output from each step of the DQO Process for the 'fly ash toxicity problem. 

State the Problem - a description of the problem(s) and specifications of available 
resources and relevant deadlines for the study. 

0 

(1) Identify the members of the planning team- The members of the planning team will 
include the incineration plarit manager, a plant engineer, a statistician, a quality 
assurance officer, an EPA representative who works within the RCRA program. and a 
chemist with sampling experience. · · 

(2) Identify the primary decision maker - There will not be a primary decision maker; 
decisions will be made by ~onsensus. 

0 

{3) Develop a concise description of the problem -
0 

The problem is to detenninc which 
loads should be sent to a RCRA landfill versus a sanitary landfill. 

~ (4) Specify available resource.~ and rtlevf1.'Pit deo.dlirzes fnr the st•idy- WhiJe t~e project 
will not by constrained by cost, the waste generator (the incjfleration company) wishes 

· to hold sampling costs below $2,500. They have also requested that the waste testing 
be completed within 1 week for each container load_: 
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'"'' 
(4) Assign probabili;;values to points above and below th;-!crion level that reflect the 

tolerable probabiliry for the occurrence of decision errors- For this example, RCRA 

regulations allow a 5% decision error rate at the action level. The plalming team has 

set the decision error rate to 5% from 1 mg!L to 1.5 mg!L and 1% from 1.5 mg!L to 2 

mg/L as the consequences of health effects from the waste disposed of in the 

municipal landfill increase. On the other side of the action level, the planning team 

has set the 1olerable probability of malting a false ·negative error at 20% when the true 

parameter is from 0.25 to 0.75 mg/L and 10% when it is below 0.25 mg/L, based on 

both experience and an economic analysis that shows that these decision error rates are 

reasonable to balance the cost of sampling versus the consequence of sending clean 

ash to the RCRA facility (see Figure B-1}. 

Optimize the Design - select the most resource-effective data collection and analysis· design 

for generating data that ·are expected to satisfy the DQOs. Optimizing the design is the one 

step of the DQO Process that will most likely be completed by a statistician or someone who 

has data collection design expenise. Using the case study as an example, the following 

section has been included to provide the n:ader with a background on the overall process that 

the statistician might follow to optimize the fmal data collection design. 
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( 1) Specify the characteristics that define the population of interest - Fly ash waste from 
the hazardous waste incinerator will be analyzed. The fly ash should not be mixed 
with any other constituents except water that. is used for dust control. Each load of 
ash should fill at least 70% of the waste trailer. In cases where the trailer is filled less 
than 70%, the trailer must wait on-site until more ash is produced and 'fills the trailer 
to the appropriate capacity. 

(2) Defi!le the spatial boundary of the decision statement -

(a) Define the geographic area to which' the decision starement applies. Decisions 
will apply to each container load of ·fly ash waste. · 

(b) When appropriate, divide the population into strata that have relatively 
homogeneous characteristics. Stratification is not necessary since the waste ash is . 
relatively homogeneous within each container. 

(3) Define the temporaL boundary OJ the decision statement-

(a) Detennine the timeframe to which the decision. statement applies. It will be 
assumed that the sampling data represent both the current and future concentration 
of cadmium within the ash. 

(b) Detennine when to collect data. Contained in the trucks, the waste does not pose 
a threat to humans or the environment. Additionally, since the fly ash is not 
subject to change, disintegration, or alteration, the decision about the waste 
characteristics does not warrant any temporal constraints·. To expedite decision 
maJdng, however, the planning team has placed deadlines on sampling and· 
reponing. The fly ash waste will be tested within 48 hours of being loaded onto 
waste hauling trailers. The analytical results from each sampling round should be 
completed and reponed within S working days of sampling. Until analysis is . 
complete, the trailer cannot be used. 

(4) · Define the scale of decision making- The scale of decision making will be each 
container of waste ash. 

(S) Identify practical constraints on data collection - The most imponant practical 
consideration that could interfere with the study is the ability to take samples from the 
fly ash that is stored in waste hauling trailers. Although the trailers have open access, 
special procedures and methods will have to be implemented for the samples to be 
representative of the entire depth of the ash. It has been suggested· that. co~ samples 
may be one practical solution to this problem. To get additional samples from each 
truck and to minimize the cost, compositing of core samples has been suggested. 

. / .. 
' 0 
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In the case of the cadmium-contaminated ash. a flxed number of random grab 

samples would be selected and analyzed. Standard lab splits and QC samples 

would be taken according to standard procedures. for the RCRA program. Each 

sample would be chosen .randomly in three dimensions. A Student's t-test is 

suggest~d as a possible method for testing the statistical hypothesis. 

(b) Composite Simple Random Sampling (composite sampling) -This type of 

sampling consists of taking multiple samples, physically combining (compositing) 

them, and drawing one or more subsamples for analysis. Composite samples are 

taken primarily when an average concentration is sought and there is no need to 

detect peak concentrations. By compositing the samples, researchers are able to 

sample a larger number of locations than if cornpositing was not used, while 

reducing the cost of analysis by combining several samples. 

In the case of the cadmiu~-contaminated ash, a fiXed number· of random grab 

samples would be taken and composited .. The number of grab samples contained 

in a composite sample (g) is also fixed. To determine sampling locations within 

the composite, a container would be divided into "g" equal.;.volume strata and 

samples would be chosen randomly within each strata. The use of strata ensure 

full coverage of ·each container. Standard lab sphts and QC samples would be 

taken according to standard procedures for the RCRA program. A Student's t-test 

is suggested as the possible method fo~ testing the statistical _hypothesis.· 

(c) Sequential Sampling- Sequential sampling involves making several rounds of 

sampling and analysis. A statistical test is performed after each anaJ.y.ds...to arrive 

. at one of three possible decisions: reject.the null hypothesis, accept the null 

hypothesis, 1 or collect more samples. 1ms strategy is applicable wlien sampling 

and/or analysis costs are high, when information concerning sampling and/or . 

measurement variability is lacking, when the waste and site characteristics of 

interest are stable over the timeframe of the sampling effort. and when the 

·objective of the sampling is to test a single hypothesis. By taking samples in 

sequence, the researcher can hold down the cost bf sampling and analysis. 
. . 

In the case of the cadmium-contaminated ash, a sequential probability sample 

could be performed. The samples in each sampling round would be chosen 

· randomly in three dimensions. If the decision to stop sampling has not been made 

before the number of samples required for the simpl~ random sample are taken, 

sampling would stop at this point and the simple random sample test ·would be 

performed. Standard laboratory splits and QC samples would be taken according 

to standard procedure~ for the RCRA program. An Cl.pproximate ratio test is 

'Decide not to reject the null based on tolerable decision em:ir limits. / . 
' . 
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The consequences of deciding that the waste is not hazardous when it truly is 
will be that the incinerator company will dispose of the waste in a sanitary 
landfill which could possibly endanger human health and the environnient In 
this situation, they may also be Hable for future damages and environmental 
cleanup costs. Additionally, the reputation of the incinerator company may be 
compromised, jeopardizing its future profitability. 

(c) Establish which decision error has more severe consequences near the action 
level. The planning team has concluded that decision error (ii) has the more 
severe consequences near the action level since the risk of jeopardizing human 
health outweighs the consequences of having to pay more for disposal. 

(d) Define the null hypothesis (baseline condition) and the alternative hypothesis and 
assign the tenns "false positive" and jalse negative" to .the appropriate decision 
error. 

· The baseline condition or null hypothesis (H0 ) is "the waste is hazardous." 

. The alt~mative hypothesis (H.) is "the waste is not hazardous." 

The false positive decision error occurs when the null hypothesis is rejected when 
it is true. For this example, the false positive decision error occurs when the . 
decision maker decides the waste i~ not hazardous when it truly is hazardous. The 
false negative decision error occurs when the null hypothesis is not rejected when 
it is false .. For this example, the false negative decision error occurs when the 
decision maker decides that the waste is hazardous when it truly is not hazardous. 

(3) Specify a range of possible values of the parameter of interest where the consequences 
of decision 'errors·are relatively minor (gray region)- The gray region is-the area 
adjacent to the action level where the planning team feels that the consequences o.f a 
false negative decision error are minimal. To decide how to set the width of the gray 
region, the planning team must decide where the consequences of a false negative 
decision error are minimal. Below the action level, even if the concentration of· 
cadmium were very close to the action level, the monetary costs of disposing of the 
waste at a RCRA facility are the same as if the waste had a much lower concentration 
of cadmium. Clearly any false negative decision error (to the left of the action level) 
will cause the incinerator company and their customers to bear the cost of unnecessary 
expense (i.e., sending nonhazardo~s waste to a RCRA facility). The planning team. 
however, also realizes that they must define a reasonable gray region that balances the 
cost of sampling with risk to human health and the environment and the ability of 
measurement instruments to detect differences. Therefore tHe planning team has 
speciried a width of 0.2.5 mg/L for tilis gray region bass~d ~ tbeir prefere11ces to detect 
decision errors at a concentration of 0.75 mgJL (see Figure ·B-1). 
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• U.S. Environmental Protection Agency. 1994. Statistical Methods for 

Evaluating the Anainment of Clean-up Standards: Volu.rne 3: Reference­

Based. Stando.rds for Soils and Solid Media. EPA 230-R-94-004. Office of 

Policy, Planning and Evalutaion. · 

These fomiulas can also be found in many" basic statistic~ textbooks. Different 

formulas are necessary for each data collection design, for each parameter, ~d for 

· each statistical test. These formulas are generally a function of a; P; the detection 

difference, A (delta); and the standard deviation, a. The detection difference, A. is 

defined to be the difference between the action. level (AL) and the other bound of the 

gray region (U); i.e., A = AL - U. In t~s case the standard deviation was derived 

from pilot data under approximately the same conditions as expected for the real 

facility. 

For example, a·fonnula for computing the sample size necessary to meet the DQO 

constraints for comparing a mean against a regulatory threshold. when a simple 

random sample is selected, is: · 

n = 

where: 

estimated variance in measurements (from pilot study) 

number of. samples required, . n = 
z,= the p111 percentile of the standard normal distribution (from standard 

statistical tables), and · · 

A= U-AL .. 

Simple Random Sample..:... Using the formula above, it was determined that 37 

samples arc necessary to achieve the specified limits on decision errors. This 

sampling plan satisfies all the DQOs including budget, schedule, and practical 

constraints. 

Composite Sampling - To detennine sample siz.es for a composite sample, it is 

necessary. to compute the number of composites samples, n; the number of samples, g, 

within each composite; and the number of subsamples~ m, to be measured for each 

composite. Usually m=l; however, since this design is to be used repeatedly, it is 

suggested that twO subsamples from each composite SaiJlple be measured tO estimate 

composite variability. which can then be used to re-optimiz.e the number of samples m 

~~ 
. 

For a composite sample, with random sample locations, it has been detennined that 

eight composite samples of eight samples each are sufficient to meet the limits on 

decision ~rrors that have been specified. This design ii more than sufficient to 

/. 
' . 
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Overview 

Developing a data collection design requires an understanding of the sampled medium 
and the information that was generated in previous DQO steps. The statistician's job is to 
review the background information, determine the appropriate statistical application to 
adequately solve the problem, and develop one or more appropriate data collection designs .. 
Once this is complete, the statistician will compare the cost and performance of the different 
data collection designs. This process can be broken down into five distinct steps: 

. 
(1) Review the DQO outputs and existing environmental.data. 

(2) Develop general data collection design alternatives. 

(3) For each data collection des.ign alternative~ select the optimal sample size that 
satisfies ·the DQOs. 

(4) Select the most resource-effective data collection design that satisfies all of the 
DQOs. 

(S) Document the operational details and theoretical assumptions of the selected 
design in the sampling and analysis plan. 

Activities 

( 1) Review the DQO outputs and existing environmental data - Because the statistician 
has panicipated in the DQO Process for this problem, there is no need to review the 
DQO outputs· funher. The only existing data relevant to this problem are the pilot 
study data. Based on the pilot study. the incineration company has determined that 
each load of ash is fairly homogeneous, and has estimated the standard deviation in 
the concentration of cadmium within loads of ash to be 0.6 mg/L. 

(2) Develop general data collection design alternatives.- Generally, the design 
· alternatives are based on a combi~ation of design objectives developed in previous 

DQO Process steps and· knowledge of statistical parameters about the medium or 
contaminant. Below are four examples of possible designs that could apply to the case 
study: 

(a) Simple Random Sampling- The simplest type of probability sample is the simple 
random sample. With this type of sampling. every possible point in the sampling 
medium has an equal chance of being selected. Simple random samples are used 
primarily when the variability of the medium is relatively small and the cost of 
analysis is relatively mexpensive. Simple random sample locations are generally 
developed through the use of a random number table of. thrOugh computer 
generation of pseudo-random numbers. 
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This design meets all of the required limits on decision errors. The cost of this design 

is based on the cost of selecting ($1 0) and analyzing ($150) a sample. Eight samples 

will be used to make each composite sample for a sampling cost of $80; two 

subsamples will be analy:z.ed from this composite sample for a cost of $300. 

Therefore, each composite sample will cost $380. The total cost of this design· is: 

Costa = 8 X $380 = $3040. 

Seauential Sampling - Sequential sampling will be performed similarly to random 
sampling. The primary difference is that the ultimate number of samples will be 
determined by the results of one or more sampling r:ounds. 

This design has the poiential to reduce the number of samples required in the simple 
random S!lmpling design and still meet the decision error limits. The average costs of 
the two deCisions are· used below: 

The ash is hazardous: 
The ash is non-hazardous: 

16 X ($160) = S2.S60 
22 X ($ 160) = $3,520 

To determine the expected cost. estimate the number of loads of ash that should be 
sent to a RCRA facility ve·rsus the number of loads that can be sent to a municipal 
facility. Suppose 25% of the loads are hazardous and should be sent to a RCRA 
facility. Then the expected cost (ECss) of this design should be 

ECss = 0.2~ x (cost of sampling when ash is hazardous)+ (0~75 x cost of 
sampling when ash is non-hazardouS) 

= 0.25 X ($2,560) + 0.75 X ($3,S20) : $ 3,280 

Selecril!n of a Design 

Because the simple random sampling design requires that many samples be taken and 

analy:z.ed, it is inefficient for the goals of this study. Sampling will cost 8.lmost as 
much to determine whether the waste is hazardous or nonhazardous as it would. cost to 
serid all the waste lo a RCRA hazardous waste landfill. Therefore, this decision is not · 

resource-effective. 

The sequenti8.1 data collection.design is more resource-effective than the simple 
random sampling design. The potential savings over sending all waste to a RCRA 
hazardous waste facility is $6.750- $3.280 = $3,470. The site owner has expressed 

disapproval for this sampling plan because of the time it may take before a decision 
can be made. If t~e ash was not homogeneous within a container, however, this data 

collection design m~y be the design of choice. 
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(3) 

suggested after each round of sampling is complete to decide whether or not to 
conclude that the waste is hazardous or to continue sampling. 

(d) Stratified Random Sampling- Stratified sampling involves dividing the study 
area into two or more non-overlapping subsets (strata) which cover the entire 
volume- to be sampled. These strata should be defmed so that physical samples 
within a stratum are more similar to each other than to samples from other strata. 
Sampling depth. concentration level, previous cleanup attempts, and confounding 
contaminants can be used as the basis for creating strata. Once the strata have 
been defined, each stratum is then sampled separately using· one of the above 
designs. Stratification is often used to ensure that imponant areas of a site are 
represented in the sample. In addition, a stratified random .sample may provide 
more: precise estimate.s of contaminant levels than those obtained from a simple 
random sample. Even with imperfect infonnation, a stratified sample can be more 
resource-effective. 

Since the incineration company has already detennined that each load of ash is 
fairly homogeneous, stratification does not have any ~dvantages over a simple­
random sample. In addition, since the company has decided to test each waste 
load individually before it leaves .. the facility, stratifying each waste load would be 
difficult and unnecessary. Therefore:, this data collection design will not be 
considered funher. 

-;----.. -~ ~;. --
-:--·.---.........- _:;, 

For each data collection design alternative, select the optimal sample siz.e that 
satisfies the DQOs - The formula for detennining the saniple size (number of 
samples to be collected) is chosen based on the hypothesis test and data collection · 
design. Standard formulas can be found in several references, including: 

• Cochran, W. 1977. Sampling Techniques. New York: John Wiley. 

• Desu, M.M., and D. Raghavarao. 1990. Sample Size Methodology. San Diego. 
CA: Academic Press. 

• Gilben, Richard 0. 1987. Statistical Methods for Environmental Pollution 
Monitoring. New York: Van Nostrand Reinhold. 

• U.S. Environmental Protection Agency. 1989. Methods for Evaluating the 
Anainment of Cleanup Standards: Volume 1: Soils and Solid Media. 
EPA 230/02-89-042, Office of Policy, Planning and Evaluation. 

• U.S. Environmental Protection Agency. 1992. Methods for Evaluating the 
Anainmenr of Cleanup Standards: Volume 2: Ground Water. 
EPA 230-R-92-014, Office of Policy, Planning alid Evaluation. 
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APP~l>IX C 

DERIVATION OF SM1PLE SIZE FORMULA FOR TESTING MEAN 

OF. NORMAL DISTRIBUTION VERSUS AN ACTION LEVEL 

This appendix presents a mathematical derivation of the sample size formula used in 

the DQO example of Appendix B. · 

Let X1, X2, ••• .x. denote a random sample from a nonnal distribution with unknown 

mean J.1 and known standard deviation a. The' decision maker wishes to test the null · 

hypothesis Ho: J.1 = AL versus the alternative H_\: J.1 > AL, where AL, the action .level. is some 

prescribed constant; the false positive (Type I) error rate is a (i.e., probability of rejecting Ho 

when J.1 = AL is a); and for some fued constant U >· AL (where U is the other bound of the 

gray region), the false negative (Type m error rate is·~ (i.e., probability of rejecting Ho when 

J.1 = U is 1-~). Let X denote the sample mean of the Xs. It will have a normal distribution 

with mean J.1 and variance cr/n. Hence the random variable Z defmed by 

(1) 

will have a standard normal distribution (mean 0, variance 1). Let z., denote the plh percentile 

of the standard normal distribution (available in most statistics bookS). Recall that the 

symmetry of the standard normal distribution implies that z, = -z,.,. 

Case 1: S~ndard Deviation Known 

The test of Ho versus H ... is performed by calculating the test statistic 

(X-AL),f; 
T•----

If T > z1-a, the null hypothesis is rejected. 

Note that 

EPAQ~ 

T = [(X-Jl)+{Jl-AL)]Vn • z +t(J.1) 
a 

/. 
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achieve the specified limits on decision errors and satisfies all the DQOs including 
budget, schedule, and practical constraints. 

Sequential Sampling- For the purposes of comparing costs. the average number of 
samples in a sequential sampling design can be estimated, but these estimates are only 
averages. The average sample size for concluding that the waste is hazardous is 16 
and the average sample size for concluding the waste is not hazardous is. 22. The 
average sizes are different because the burden of proof is placed on disproving the null 
hypothesis. thus. more samples on average are required to prove that the alternative 
hypothesis (the waste is not hazardous) is we. However, these sample sizes are only 
averages. In some cases, fewer samples are necessary; in others, more .may be 
necessary. Tills sampling plan satisfies all the DQOs including budget. schedule, and 
practical constraints. 

(4) Select the most resource-effective data collection design that satisfies the DQOs­
Compare the overall efticiencv of each :nodel and choc~e the one !hat will solve the . . 
prooiem most effecuve1y. 

Cost Esti11UJtes for Each Design 

First, the costs for the three designs' alternatives will be evaluated: 

Simple Random Samplir.g - A simple random sampling scheme can be implemented 
for each load of fly ash by first generating three-dimensional random sampling points. 
Tills can most easily be done by using a computer. Samples can then be taken using a 
special grab sampler which will be forced into the ash. opened to take the sample, 
then closed and removed. The difficulty with this type of sampling scheme is 

·measuring sampling locations in three dimensions, and it may be difficult to gain 
access to t.he correct sampling locations. · · 

. Tills design meets all of the required limits on decision err~rs. The= cost of this design 
is calculated based on the assumed cost of selecting a sample ($10), and the cost of 
analyzing a sample ($150). Since 37 samples need to be taken and analyzed, the cost 
of this design is: 

CostsR.S . = 37 x $10 + 37 x $150 
= $370 + $5550 = $5920 

Composite Sampling - Composite sampling will be performed similarly to simple 
random sampling except that after.eight random samples are collected (one from each 
stratum). they will be combined and homogenizeQ. Two sample aliquots for analysis 
will.then be. drawn from the homogeniL~cl mixtllre. TIJ.is process will be repeated 
eight times. /. 
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Type I and Type ll error rate conditions requires an iterative approach in which the 

noncentral t probabilities are calculated for various n values until the desired propenies are 

achieved. With the aid of a computer routine for calculating such probabilities, this is not 

difficult; however, a simple and direct approach for approximating n is available. This 

approach. whose derivation is described in the paragraphs below, leads to the following 

approximate but very accurate formula for n: 

(z:1 -a+ Z:1 -~)
2cf 1 2 

n = + -Zt-a• 
t:i 2 

(8) 

In practice, since a is unknown, a prior estimate of it must be used in (8) .. 

The approach is based on the assumption that, for a given· constant k, the statistic 

X-kS is approximately normal with mean J.l-ko and variance (c:f/n)(l+~/2) (Guenther, 1977 

and 1981). 

The classical t-test rejects Ho when T = ((X - AL)/(Sh'O)] > D, where the critical 

value D is chosen to achieve the desired Type I error rate a. The inequality can be 

rearranged a:s X-kS::>AL, where k = DNn. Subtracting the mean (assuming Ho) and dividing 

by the standard deviation of X-kS on both sides of the inequality lea~ to , 

X-kS-(AL-ka) > AL-(AL-ka) • ic,/n 

(atf;)/.1 +k 212 (at$}/ 1 +k 212 J 1 +k 212 
(9) 

-- ·---- '-.;, 

By the distributional assumption on X-kS, the left side of (9) is approximately standard 

normal when Jl = AL, and the cond~tion that the Type I error rate is a becomes 

(10) 

(11) 

One can show that (11) is equivalent to 

1/[1 +k 2/2] • l-z1
2_Jln. (12) 

The condition that the Type ll error rate is ~ (or that power is 1-~) when Jl = U means that 

the event of incorrectly accepting flo given X-kS ~ AL should have probability ~. 

Subtracting the mean (U -leo) and dividing by the standard deviation of X-kS on both sides 

of this inequality yields 

/· 
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X-kS-(U-ka) S 

{at.;;)J 1 +k 212 

AL-{U-ka) 

(a!.j;)J 1 +k 212 

Again, the 1eft side is approximately standard normal and the Type II error rate 
condition becomes · 

which implies 

Subtracting (14) from (11) yields 

or 

Substituting (12) into the denominator on the right side of (16) yields 

Squaring both sides. of ( 17) and solving for n yields equation (8). 
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• APPENDIXD 

GLOSSARY OF TERMS 

action level: the numerical value that causes the decision maker to choose one of the 

alternative actions (e.g., compliance or noncompliance). It may be a regulatory· 

threshold standard, such as a Maximum Contaminant Level for drinking water, a risk­

based concenuation level; a technological limitation; or a reference-based standard. 

[Note: the action level is specified during the planning phase of a data collection 

activity; it is not calculated from the sampling data.] 

alternative hypothesis: See hypothesis. 

bias: the systematic or persistent distortion of a measurement process. which causes errors in 

one direction (i.e., the expected sample measurement is different than the sample's 

true value). 

boundaries: the spatial and temporal conditions and practical constraints under which 

environmc;ntal data are collected. Boundaries specify the area or volume· (spatial 

boundary) and the time period (temporal boundaJ:y) io which the decision will apply. 

Samples are then collected within these boundaries. 

. . 
data collection design: . A data collection design specifies the configuration of the 

environmental ~onitoring effon to satisfy the DQOs. It includes the types of samples 

or monitoring information to be collected; where, when, and under what conditions 

. they should be collected; what variables are to be measured; and the Quality 

Assurance and Quality Conuol (QA/QC) components that ensure acceptable sampling 

design error and measurement error to meet the decision error rates specified in the 

DQOs. The data collection design is the principal pan of the QAP~. 

Data Quality Assessment (DQA) Process: a statistical and scientific evaluation of the data 

set to assess the validity and performance of the data collection design and statistical 

test. and to establish whether a data set is adequate for its intended use. 

Data Quality Objectives (DQOs): Qu~tative and quantitative statements derived from the 

DQO Process that clarify study objectives, define the appropriate type of data, and 

specify the tolerable levels of pot~ntial decision errors that will be used as the basis 

for establishing the quality and quantity of data needed to suppon decisions. 

Data Quality Objectives Process: a Quality Management tool based on the Scientific 

Method, developed by the U.S. Environmental Protection Agency to facilitate~ 

planning of environmental data collection activities. The· DQO Process enables 

planners ·to focus their planning effons by specifying th~ intended use of the data (the 

decision), the decision criteria (action level), arid the decision maker's ·tolerable 

decision error rates. The products of the DQO Proces5 are the DQOs . 
. 
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decision error: an error made when drawing an inference from data in the context of 
hypothesis testing, such that variability or bias in the data mislead the decision maker 
to draw a conclusi~n that is inconsistent with the true or actual state of the population 
under study. See also false negative decision error, false positive decision error. 

defensible: the a~ility to withstand any reasonable challenge related to the veracity, integrity, 
or quality of the logical, technical, or scientific approach taken iri a decision making 
process. 

false negative decision error: a false negative decision error occurs when the decision 
maker does not reject the null hypothesis when the null hypothesis actually is false. 
In statistical terminology, a false negative decision error is also called a Type ii error .. 
The measure of the size of the error is expressed as a probability. usually referred to 
as "beta (~)"; this probability is also called the complement of power. 

false po5!tive decision error: a false oos!tive decision error ":curs when a dec!:sion rn.ak=r 
reJects the nuL hypomesis when the null hypothesis acruaily is true. In statistical 
te~nology, a false positive decision error is also called a Type I error.· The measure 
of the size of the error is expressed as a probability,-usually referred to as "alpha (a)," 
the "level of sigilificance," or "size of the critical region." 

gray region: a range of values of the population parameter of interest (such as mean· 
contaminant concentration) where the consequences of making a decision error are 
relatively minor. The gray region is bounded on one side by the action level. 

hypothesis: a tentative assumption made to draw out and test its logical or empirical 
consequences. In hypothesis testing, the hypothesis is labeled "null" or "alternative", 
depending on· the decision maker's concerns ~or making a decision error. 

limits on decision errors: the tolerable decision error probabilities established ~y the 
deci~ion maker. Potential economic, health, ecological, political, and social 

. consequences of decision errors should be considered when setting the limits. 

mean: (i) a measure of cen'tral tendency of the population (population mean), or (ii) the 
arithmetic average of a set of values (sample mean). · 

measurement error: the difference between the true or actual state and that which is 
reponed from measurements. 

median: the middle value for an ordered set of n values; represented by the central value 
when n Is odd or by the average of the two most central vall}es when n is even. The 
median is the 50th percentile. 

/ .. . . 
medium: a substance (e.g., air, water. soil) which serves as a carrier of the analytes of 

interest 
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natural ''ariability: the variability that is inherent or natural to the media, objects, or people 

being studied. 

null hypothesis: See hypothesis. 

parameter: a numerical descriptive measure of a population. 

percentile: the specific value of a distribution that divides the distribution such that p 

percent of the distribution is equal to or below that value. Example for p=9S: "The 

95th percentile is X" means that 95% of the values in the population (or statistical 

sample) arc less than or equal to X. 

planning team: the group of people that will carry out the DQO Process. Members include 

the decision maker (senior manager), representatives of other data users, senior 

program and technical staff, someone with statistic~ expertise, and a QA/QC advisor 

(such as a QA Manager). · · 

population: the total colJection of objects, media. or people to be studied and from which a 

sample is to be drawn. 

power function: the probability of reje~ting the null hypothesis (HJ over the range of . 

possible population parameter values. The power function is used to assess the 

goodness of a hypothesis test oi to compare two competing tests. 
. . 

quality assurance (QA): an integrated system of management activities involving planning, 

quality control, quality assessment, reporting, and quality improvement to ensure that a 

product or service (e.g., environmental data) meets defined standards of quality with a 

stated level of confidence. 

Quality Assurance Project Plan (QAPP): a formal technical document containing the 

detailed QA, QC and other technical procedures for assuring the quality of 

environmental·data prepared for c:ach EPA environmental data collection activity and 

approved prior to collecting .the data. 

quality control (QC): the overall system of technical activities that measures the attributes 

and performance of a process, item. or service against defined standards to verify that 

they meet the stated requirements ·established by the customer. 

Quality Management Plan (QMP): a formal document descnbing the management policies, 

objectives, principles, organizational authority, responsibilities, accountability, and 

implementation protocols of an agency, organization, or laboratory for ensuring quality 

in its products and utility to its users. In EPA, QMPs are submitted to the Quality 

Assurance Management Staff (QAMS) for approval. 

range: the numerical difference between the minimum and ~mum of a set of values. 
'. 
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1sample: a single item or specimen from a larger whole or group, such as any single sample 
of any medium (air, water, soil, etc.). 

2sample: · a set of individual samples (s.pecimens or readings), drawn from a population, . 
whose properties are studied to gain information about the whole. 

sampling: the process of obtaining representative samples and/or measurements of a subset 
of a population. 

· sampling design error: the error due to observing only a limited number of the total 
possible values that make up the population being studied. It should be distinguished 
from errors due to imperfect selection; bias in· response; and errors of observation, 
measurement, or recording, etc. 

scientific method: the principles and proces!'es regarded as necessary fo~ scientific 
investigation. including rules for concept or hvpothesis formulation. conduct of 
experimentS, <i.IlO va.idauon of hypotheses by o..•alysis of observations. 

standard deviation: the square root of the variance. 

statistic: a function of the sample measurements; e.g., the sample mean or standard 
deviation. 

--:----:--~_.,__ . .;,__ . 
-----~ ,_;. statistiCal test: any statistical method that is used to detennine which of several hypoth~ses -~ 

are true. 

total study error: the combination of sampling design error and measurement error. 

true: being in accord with the actual state of affairs. 

Type .I error: A Type I error occurs when a decision muer rejects the null hypothesis when 
it is actually true. See false positive decision error. 

Type n error: A Type n error occurs when the decision maker fails to reject the null 
hypothesis when it is actually false. See false. negative decision e"or. 

variable: The attribute of the environment that is indetemrlnant. 

variance: a measure of (i) the vadabilitj or dispersion in a population (populatio~ .,.ariance). 
. or (ii) the sum of the. squa,red deviations of the measurements about their mean divided . 

by the degrees .of freedom (sampje variance). · · 

/. 
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