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Applied Fracture Network Flow Models: Case applications 
of fracture network flow & transport models to crystalline 
rocks at the Fannay-Augeres (France) & Stripa (Sweden) 
mines. Assessment of fracture network concept. 

DAY 2 

Single-Hole Packer Testing of Fractured Rocks: 
Methodology; interpretations based on continuum & discrete 
flow models; results from crystalline (Stripa, Finnsjon) & 
sedimentary .. (Wake/Chatham) rocks. 

Single-Hole Pneumatic Testing of Unsaturated Fractured 
Tuffs: Methodology, interpretation, issues; results from 
the Apache Leap Tuff Site (Arizona). 

Spatial Variability & Scale-Dependence of Fractured Rock 
Permeabilities: Rationale and conditions for treating 
~ermeability as a random field; geostatistical character
lzation of random permeabilities, spatial interpolation of 
random permeabilities, conditional Monte Carlo simulation 
of random permeabilities (crystalline rocks at Oracle, AZ) 
and transmissivities (Culebra Dolomite, WIPP site, New 
Mexico); scale-dependence of geostatistical character
ization. 

LUNCH 

Effective Permeability & Dispersivity of a Fractured Rock 
Mass: Stochastically derived formulae for the effective 
permeability and dispersivity of a rock mass based on 
smaller-scale hydraulic measurements, variability of 
effective permeability with sample size, variability of 
effective dispersivity with mean plume travel distance; 
a fractal interpretation of these scale effects. 

Field Determination of Effective Permeability Tensor: 
Analysis of directional permeabilit¥ variations and 
connectivity in three-dimensions us1ng cross-hole 
injection tests, determination of effective permeability 
tensor, application to the Oracle 9ranites, two-dimen
sional anis?tro~y det~rmination us~ng t~ree-well pumping 
tests; appl1cat1on to : ~h, . Culebra Dolom1te . 

. J . ..... .... . ..'. : 

The Fannay-Augeres Flbw Anaiysis Revisited: Use of 
inverse method and indicator geostatistics to model the 
·site as a continuum; has a fracture network model of flow 
at the site been "validated"? . 
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DAY 3 

Pumping Tests in Wells Intersectin9 Dykes, Faults or Major 
Fractures: Theory, methodology, f~eld examples. 

Pump Testing & Modeling of Dual Continuum (Porositf) 
Media: Dual and multiple continuum theories, pump~ng 
tests in dual continumm media, modeling flow & transport 
in dual continuum media. 

Tracer Tests in Fractured Rocks: Crystalline rock 
experiments at Stripa, Finnsjon and Fanay-Augeres, 
experiments in the Culebra Dolomite, alternative 
interpretations. 

Modelin9 Transport in Fractured Rocks: Conditional Monte 
Carlo s~mulation of transport in the Culebra Dolomite 
(dependence on number of measured transmissivities), 
simulation of tracer tests at Fannay-Augeres. 

Course Adjourns 



SHLOMO P. NEUMAN 

Dr. Shlomo P. Neuman is Regents' Professor in the Department 
of Hydrology and Water Resources at the University of Arizona in 
Thscon. He holds a B.Sc. (1963) degree in Geology from the 
Hebrew University in Jerusalem, Israel, and M.S. (1966) as well as 
Ph.D. (1968) degrees in (Civil) Engineering Science from the 
University of California at Berkeley. Professor Neuman is a 
member of the U.S. National Academy of Engineering, and Fellow 
of the American Geophysical Union and of the Geological Society 
of America. He has received numerous awards including 1969 
R.E. Horton from the AGU, 1976 O.E. Meinzer and 1986-87 *** 
Birdsall Distinguished Lectureship *** from the GSA, 1988 
Science from the National Water Well Association, and 1990 C. V. 
Theis from the American Institute of Hydrology. Dr. Neuman has 
authored over 150 professional publications covering diverse areas 
such as pumping test design and analysis, flow in multiaquifer 
systems, finite element analysis of subsurface flow and transport, 
parameter estimation, fractured rock hydrology, geostatistics, and 
stochastic analysis of flow and transport in heterogenous media In 
addition to teaching, research and consulting, he has served on 
numerous national and international advisory panels which 
presently include (among others) the Advisory Board to the 
Stanford School of Earth Sciences and the Scientific Review Group 
of Canada for high-level nuclear waste disposal. Dr. Neuman is 
Associate Editor of the journal Water Resources Research, and on 
the Editorial Advisory Board for Stochastic Hydrology and 
Hydraulics. 



ENVIRONMENTAL EDUCATION ENTERPRISES INC. 

Environmental Education Enterprises Inc. (E3) is engaged 
in serving the needs for the continuation of training 
environmental professionals 

3 
on changing technology. 

Professionals that attend E seminars generally have 
academic training in geology, biology, chemistry, 
engineering, other sciences or law . . 

E3 offers more environmental education courses than any 
other organization. Each year thousands of environmental 
professionals attend continuing education courses 
sponsored and coordinated by professional societies, 
commercial entities, institutes and universities. Many 
states that have certification requirements require 
specific amounts o~ continuing education for a person to 
remain certified. E abides by the guidelines set forth by 
the International Association for Continuing Education and 
Training for awarding continuing education units. Each 
course participant receives a certificate of completion 
following each course. 

E3 has 64 short courses scheduled for the 1994 rear. E3 
has contracted the most respected professiona s in the 
industry whose combination of theoretical training and 
practical expertise will enable them to advance a 
professional's skill in a series of educational offerings. 
The educational offerings provide the state of the art 
training and practical application of technology. 

~~ GOALS 

l)Provide the best continuing education of 
state-of-the-art technology to entry level environmental 
scientists and engineers. 

2)Provide an opportunity for experienced practitioners to 
stay up-to-date on the cutting edge of new developments in 
env1ronmental technology. 

3)Provide scholarships to university faculty and students; 
to insure access to the latest technologies to advance the 
future of the environmental industry at the initial level 
of professional training. 

4) To donate future funds to university libraries to 
insure that future environmental scientists have access to 
the most current literature. 

ACCOMPLISHMENTS 

Scholarships - E3 awards 2 scholarships for each short 
course to University faculty and/or students. The 
scholarships awarded cover the entire registration fee. 
Awardees are responsible for their travel, lodging and 
meal expenses. Over 200 scholarships have been awarded in 
this program. 
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As the environmental market continues to grow at a steady 
pace, cleanup technologies change very rapidly. This 
makes state-of-the-art training programs a must for 
companies to remain competitive ~n the industry. E3 
programs offer training with the industry's most highly 
recognized professionals for instructors. 

TARGET AUDIENCE 

The target audience of E3 are engineers, geologists and 
scientists working as environmental professionals. These 
may be consultants, government employees, industry 
representatives and academics. E3 reaches this audience 
via · direct mail, advertisements and press releases to 
industry trade journals. 

The education required by scientists and engineers is more 
extensive than most would like to admit. Participants in 
our field come from a diverse background of science and 
engineering, which rarely prepares them for the 
complexities of environmental problems that reguire 
broader scientific trai~ng in many of the tradit~onal 
academic disciplines. E training seminars integrate the 
disciplines required to su~cessfully assess and remediate 
environmental problems. E strives to offer training on 
the cutting edge technology with a hands-on emphasis. 
Most of our training programs contain some type of 
classroom demonstration of applicable equipment or field 
training. 

AFFILIATIONS 

The Association of Engineering Geologists (AEG) 
co-sponsors the E3 program. The International Ground 
Water Modeling Center (IfWMC) co-spo~sors the ground water 
modeling courses that E offers. E is a co-sponsor for 
their prestigious annual modeling conference. Through a 
joint agreeme!)t, U.S. Water News, a monthly journal is 
provided to E course attendees at a discounted rate. 
Lewis Publishers, a major environmental science and 
e~gineering publisher offers a publication discount to all 
E course attendees. Scientific Software, a leading 
publisher of hydrogeologic software programming offers a 
discount to EJ course attendees as well. 

If you would like additional information on E3's training 
pro9rams, please call or fax us for information. Our 
Sen~or Scientist, Dr. Jay Lehr is available from 7:00 a.m. 
9:00 p.m. daily to assist you with your questions. 

E3, 2764 Sawbury Boulevard, Columbus, 
Phone:(614)792-0005, fax:(614)792-0006. 

OH 43235 



JAY H. LEHR 

Jay H. Lehr received the nation Is first Ph.D. in Ground 
Water Hydrology from the Universit¥ of Arizona in 1962. 
This followed a degree in Geolog~cal Engineering from 
Princeton University, a brief stint with the u.s. 
Geological Survey and several years with the U.S navy Is 
Civil Engineering Corps. After graduate school he tau9ht 
at the University of Arizona and The Ohio State Univers~ty 
before becoming Executive Director of the National Ground 
Water Association and The Association of Ground Water 
Science and Engineering for 25 years. Dr. Lehr served as 
Editor of the Journal of Ground Water for 27 years, 
Co-editor of Ground Water Monitoring Review for 11 years 
and Editor of the Water Well Journal for 24 years. 

Dr. Lehr has published 10 books on ground water hydrology 
and more than 350 journal articles. He has testified 
before Congress on more than three dozen occasions, 
consulted with nearly every a9ency of the federal 
government as well as many fore~gn countries on every 
continent. 

Lehr is an outspoken proponent of sane environmental 
regulation that does not overly distort problems to the 
economic detriment of society. His newest book on this 
subject Rational Readings on Environmental Concerns was 
~ublished in 1992 by Van Nostrand Reinhold and is now in 
~ts third printing. 

Lehr is also well known for his athletic prowess having 
completed the Hawaiian Ironman Triathlon Championship in 
Kona 9 consecutive years. He has 900 skydives to his 
credit, and plays defense on a top amateur ice hockey team 
in Columbus, Ohio. His recent book on fitness, entitled 
Fit, Firm and 50 has been well received. 

Lehr is currently Senior · Scientist with Environmental 
Education Enterprises Inc. 



ENVIRONMENTAL EDUCATION ENTERPRISES OFFERS THE WIDEST 
VARIETY OF ENVIRONMENTAL SCIENCE AND ENGINEERING 

SHORT COURSES AT THE MOST ECONOMICAL RATES 
AND YOUR FRIEND CAN ALWAYS ATTEND FREE 

E3's Course Curriculum In Alphabetical Order By Subject 

January 1995-December 1995 

AERATION TECHNOLOGY January 25-27, 1995, Orlando, FL 
June 14-16, 1995, Baltimore, MD 

October 18-20, 1995, Albuquerque, NM 

AGRICULTURAL IMPACTS September 13-15, 1995, Toronto, Canada 

AIR TOXIC MONITORING January 24-25, 1995, Orlando, FL 

AIR SAMPLING (HAZARDOUS) February 15-16, 1995, Costa Mesa, CA 

AQUIFER ANALYSIS 

BIOREMEDIATION 

BOREHOLE GEOPHYSICS 

CAPTURE ZONE ANALYSIS 

COMPUTER SOLUTIONS 

CONTAMINANT TRANSPORT 

July 25-28, 1995, Denver, CO 

April 19-21. 1995, San Francisco, CA 
October 18-20, 1995, Albuquerque, NM 

October 18-20, 1995, Albuquerque, NM 

March 21-24, 1995, Atlanta, GA 

December 5-8, 1995 Austin, TX 

May 16-19,1995, St. Louis, MO 

DATA ORGANIZATION/MANIPULATION February 15-17, 1995, 
Costa Mesa, CA 

DNAPL REMEDIATION February 15-17, 1995, Costa Mesa, CA 
July 26-28, 1995, Denver, CO 

_,,JRONMENTAL DRILLING December 5-8, 1995, Austin, TX 

IRONMENTAL LAW February 16-17, 1995, Costa Mesa, CA 
November 9-1 0, 1995, Charlotte, NC 

ENVIRONMENTAL SAMPLING March 22-24, 1995, Atlanta, GA 
September 13-15, 1995, Toronto, Canada 

FIELD HYDROGEOLOGY-COASTAL May 24-27, 1995, Charleston, SC 

FIELD HYDROGEOLOGY-FLUVIAL September 1995, Columbia
Charleston, SC 

EXPERT WITNESSING April 19-20, 1995 , San Francisco, CA 

FIELD HYDROLOGY-MULTI AQUIFER May, 1995, Austin, TX 

FIELD SAMPLE ANALYSIS December 6-8, 1995, Austin, TX 

FRACTURED ROCK HYDROLOGY February 15-17, 1995, Costa Mesa, CA 
June 14-16, 1995, Baltimore, MD 

GEOCHEMICAL PROCESSES 

GEOCHEMICAL MODELING 

HYDROGEOCHEMISTRY 
(APPLICATIONS) 

HYDROGEOLOGY (INTRO) 

~ ·_ ; OPE HYDROLOGY 

June 26-29, 1995, Chicago, IL 

June 28-30, 1995, Chicago, IL 

April 19-21, 1995, San Francisco, CA 
August 16-18, 1995, Hartford, CT 

June 28-30, 1995, Chicago, IL 

March 23-24, 1995, Atlanta, GA 

KARST HYDROLOGY January 24-27, 1995, Orlando, FL 
August, 1995, Cave City, KY 

LANDFILL REMEDIATION June 14-16, 1995, Baltimore, MD 

MATH FOR MODELING 

September 13-15, 1995, Toronto, Canada 

April 20-22, 1995, San Francisco, CA 
September 14-16, 1995, Toronto, Canada 

MODELING GW FLOW (BREDEHOEFT) July 25-28, 1995, Denver, CO 

MODFLOW June 27-30, 1995, Chicago, IL 

PETROLEUM REMEDIATION January 25-27, 1995, Orlando, FL 
July 26-28, 1995, Denver, CO 

PROJECT MANAGEMENT May 17-19, 1995, St. Louis, MO 
October 18-20, 1995, Albuquerque, NM 

PROJECT SCHEDULING November 9-10, 1995, Charlotte, NC 

RADIOACTIVE WASTE DISPOSAL January 25-27, 1995, Orlando, FL 
September 13-15, 1995, Toronto, Canada 

REMEDIATION TECHNOLOGIES March 22-24, 1995, Atlanta, GA 

RISK ASSESSMENT (ENVIRO) January 25-27, 1995, Orlando, FL 
August 16-18, 1995, Hartford, CT 

RISK ASSESSMENT (ECOLOGIC) March 22-24, 1995, Atlanta, GA 

RISK (PROBABILISTIC) May 18-19, 1995, St. Louis, MO 

SEDIMENT QUAL. EVALUATION February 15-16, 1995, Costa Mesa, CA 

SITE ASSESSMENT 

SITE CHARACTERIZATION 

SOIL SCIENCE 

STATISTICS 

April 19-20, 1995, San Francisco, CA 

August 16-18, 1995, Hartford, CT 

November 8-10, 1995, Charlotte, NC 

July 26-28, 1995, Denver, CO 
November 8-10, 1995, Charlotte; NC 

March 22-24, 1995, Atlanta, GA 
August 16-18, 1995, Hartford, CT 

STORM WATER COMPLIANCE May 17-19, 1995, St. Louis, MO 
November 8-10, 1995, Charlotte, NC 

SURFACE GEOPHYSICS May 17-19, 1995, St. Louis, MO 

SURFACTANT SOLUTIONS June 28-30, 1995, Chicago, IL 

TREATING CONTAMINANTS August 16-18, 1995, Hartford, CT 
December 6-8, 1995, Austin, TX 

VADOSE ZONE STUDIES October 18-20, 1995, Albuquerque, NM 

WELLHEAD PROTECTION January 24-25, 1995, Orlando, FL 
June 15-16, 1995, Baltimore, MD 

For detailed information on any course. to get on E-''s permanent mailing list for course announcements or to register for a course 
call Dr. Jay Lehr, E-''s Senior Scientist at 1-800-792-0005, Fax us at 614-792-0006 or write us at 2764 Sawbury Blvd., Columbus, Ohio 43235 
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CONTINUING EDUCATION UNITS (CEUs) 

P~EASE GIVE THIS FORM TO THE EJ STAFF PERSON IF YOU WISH 
E TO RETAIN A RECORD OF CEUs YOU HAVE EARNED. WE WILL 
PROVIDE A TRANSCRIPT OF YOUR CEUs AT NO CHARGE TO ANY 
OFFICIAL ORGANIZATION YOU REQUEST. 

NAME: ___________________________________ DATE: ____________ _ 

COURSE NAME & LOCATION: 

Explain BRIEFLY what you have learned from this seminar 
and describe how it will advance your professional career. 

WHAT IS A CEU? 
The definition of a CEU is 10 contact hours of 
participation in an organized continuing education 
experience under appropriate sponsorship, capable 
direction and qualified instruction. A contact hour is 
defined as a 50 minute learning session. 10 instructional 
contact hours are required for 1 CEU. To qualify for a 
CEU, an attendee must 1)attend each full day the course is 
conducted, and 2)complete a brief questionnaire and return 
it to the E3 staff member on site. 

/3 
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CEU records may be utilized for: 1) evidence of 
qualifications for job advancement or employment, 2) 
documentation for license renewal, recertification or 
registration, 3) evidence of vocational and personal 
development growth. There is no limit of CEUs that can be 
earned. CEUs awarded will be desi9nated on the 
c3rtificate the attendee receives follow~ng the course. 
E maintains a permanent record for course attendees 
receiving CEUs. 

PLEASE TURN IN TO THE E3 MEMBER ON SITE 
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BOOKS AVAILABLE FROM E3 AT A DISCOUNT TO ATTENDEES 

E3 is pleased to offer these books to you at a discount from 
the publisher's list price. To order b~oks, fill out the 
order form and give it to the on-site E coordinator or simply 
fax to (614)792-0006 or mail to Environmental Education 
Enterprises,Inc., 2764 Sawbury Blvd., Columbus, OH 43235 with 
your check made payable to same, or American Express, Visa or 
Mastercard are accepted methods of payment. 

PUBLISHER PRICE E~ PRICE 
~===:===-~===----= 

AIR SPARGING 
Edited by, Robert E. Hinchee 
160 pp. 1994 ISBN:1-56670-084-1 $69.95 

AIR TOXICS AND RISK ASSESSMENT 
by Calabrese,1991 ISBN:0-87371-165-3 $79.95 

AN APPROACH TO IMPROVING 
AQUATIC CHEMISTRY CONCEPTS 
by James Pankow, 1991, 708 pp. 
ISBN:0-87371-150-5 $69.95 

BIOLOGICAL EFFECTS OF LOW LEVEL 
EXPOSURES-Dose-Response Relationships 
Edited by, Edward Calabrese, 1994 
286 pp.ISBN-1566700930 $79.00 

APPLIED BIOTECHNOLOGY FOR SITE 
REMEDIATION,Edited by Robert E. 
Hinchee, et al 1994, 512 pp. 
ISBN:0-87371-982-4 $79.95 

EMERGING TECHNOLOGY FOR 
BIOREMEDIATION OF METALS 
Edited by Jeffrey L. Means and 
Robert E. Hinchee 1994 160 pp. 
ISBN:1-56670-085-X 

BIOREMEDIATION OF CHLORINATED 
AND POLYCYCLIC AROMATIC HYDROCARBON 
COMPOUNDS, Edited by Robert E. 
Hinchee et al 1994 560 pp. 
ISBN:0-87371-983-2 

HANDBOOK OF BIOREMEDIATION 
Robert D. Norris, et al 
1993 272 pp ISBN:1-56670-074-4 

PRACTICAL ENVIRONMENTAL 
BIOREMEDIATION by Barry King et al, 
1992 ISBN:0-87371-437-7 
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$69.95 

$79.95 

$59.95 

$59.95 

$59.95 

$69.95 

$59.95 

$69.00 

$69.95 

$59.95 

$69.95 

$49.95 

$49.95 



PUBLISHER PRICE 
BIOREMEDIATION:FIELD EXPERIENCE 
Edited by Paul E.Flathman and 
Douglas E. Jerger, 1993 544 pp. 
ISBN:0-87371-740-6 $79.95 

BIOTECHNOLOGY FOR THE TREATMENT 
OF HAZARDOUS WASTE by Daphne Stoner, 
1993 272 pp.ISBN:0-87371-613-2 $69.95 

CHEMICAL AND BIOLOGICAL REGULATION 
OF AQUATIC SYSTEMS by Buffle/DeVitre, 
1993 ISBN:0-87371-448-2 $59.95 

CHEMICAL ECOTOXICOLOGY by 
Paasivirta, 1991 ISBN:0-87371-366-4 $69.95 

ENVIRONMENTAL CHEMISTRY,6TH 
EDITION, By Stanley E.Manahan 
1994 650 pp.ISBN:56670-088-4 $59.95 

INTRODUCTION TO CHEMICAL EXPOSURE AND 
RISK ASSESSMENT by W.Brock Neely 1994 
192pp.ISBN:1-56670-094-9 $59.95 

INORGANIC LEAD EXPOSURE-Metabolism 
& Intoxication edited by Nicolo 
Castellino, Pietro Castellino & Nicola 
Sannolo 1994 537pp.ISBN:0-87371-997-2 $99.95 

DESCRIPTION AND SAMPLING OF 
CONTAMINATED SOILS: A FIELD 
GUIDE, SECOND EDITION by 
Russell Boulding 240 pp.1994 
ISBN:1-56670-050-7 

CONTAMINATED SOILS: DIESEL FUEL 
CONTAMINATION by Paul Kostecki and 
Edward Calabrese, 1992, 227 pp. 
ISBN:0-87371-708-2 

CONTAMINANTS IN THE ENVIRONMENT 
(A MULTIDISCIPLINARY ASSESSMENT OF 
RISKS TO MAN & OTHER ORGANISMS) 
EDITED BY A.RENZONI, et al 1994 
ISBN:0-87371-853-4 

DENSE CHLORINATED SOLVENTS 
AND POROUS FRACTURED MEDIA 
by Cherry,Schwille/Pankow, 1988 
ISBN:Q-87371-121-1 

DNAPL SITE EVALUATION 
by Robert M. Cohen, James w. Mercer 
and John E. Matthews 1993 384 pp. 
ISBN:0-87371-977-8 

ECOLOGICAL RISK ASSESSMENT 
by Suter, 1993 ISBN:0-87371-875-5 
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$49.95 

$79.95 

$89.95 

$85.00 

$62.00 

$64.95 

E3 PRICE 

$69.95 

$59.95 

$49.95 

$59.95 

$49.95 

$49.95 

$89.95 

$39.95 

$69.95 
,, 

$79. 95,. 

$75.00 

$52.00 

$54.95 
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PUBLISHER PRICE 
ECOLOGICAL RISK ESTIMATION 
by S.Bartell 1992 272pp. 
ISBN:0-87371-163-7 

EFFECTIVE EXPERT WITNESSING: 
A HANDBOOK FOR TECHNICAL 
PROFESSIONALS, by Matson, 
ISBN:0-87371-297-8 1990 VOL.I 
ISBN:1-56670-002-7 1994 VOL.II 

ENVIRONMENTAL CHEMISTRY, by 
Stanley Manahan 6TH EDITION, 
1993, 600 pp. ISBN:0-156670-088-4 

ENVIRONMENTAL MANAGEMENT HANDBOOK 
The holistic approach- from problems 
to strategies,by Sven-Olaf Ryding 
1994,715 pp.paperback ISBN1566701236 

ENVIRONMENTAL PARTICLES by 
Jacques Buffle and edited by 
Herman P. van Leewen 

$74.95 

$59.95 
$59.95 

$59.95 

$99.95 

1992,544 pp.ISBN:0-87371-589-6 VOL I. $99.95 
1993,448 pp.ISBN:0-87371-895-X.VOL II. $99.95 

GEOCHEMICAL TECHNIQUES FOR 
IDENTIFYING SOURCES OF GROUND 
WATER SALINIZATION 
by Bernard C. Richter, et al 1993, 
272 pp.ISBN:1-56670-000-0 $65.00 

GROUNDWATER CONTAMINATION: OPTIMAL 
CAPTURE AND CONTAINMENT by 
S. Gorelick, R. Freeze, 
D. Donohue, J. Keely, 1993 
ISBN:1-87371-872-0 

GROUNDWATER MODELING IN MULTILAYER 
AQUIFERS by Aral, 1990 
VOL. I STEADY FLOW + diskette 
ISBN:0-87371-304-4 

VOL. II UNSTEADY FLOW + diskette 
ISBN:0-87371-305-2 

GROUNDWATER MODELING UTILITIES 
by William Walton, 1992, 656 pp 
+ 2 diskettes ISBN:0-87371-679-5 

GROUNDWATER REMEDIATION AND 
PETROLEUM BY Noonan, 1990 
ISBN:0-87371-217-X 

HANDBOOK OF ENVIRONMENTAL FATE 
AND EXPOSURE DATA FOR ORGANIC 
CHEMICALS by Philip Howard 
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$75.00 

$119.95 

$119.95 

$99.95 

$85.00 

E3 PRICE 

$64.95 

$49.95 
$49.95 

$49.95 

$89.95 

$89.95 
$89.95 

$55.00 

$65.00 

$109.95 

$109.95 

$89.95 

$75.00 



PUBLISHER PRICE 
VOL. I LARGE PRODUCTION AND 
PRIORITY POLLUTANTS, 1989 
ISBN:0-87371-151-3 

VOL. II SOLVENTS, 
ISBN:0-87371-204-8 

1990 

VOL. III PESTICIDES, 1990 
ISBN:0-87371-328-1 

VOL. IV ORGANIC CHEMICALS, 1993 
ISBN:0-87371-413-X 

HAZARDOUS WASTE CONTROL IN 
RESEARCH & EDUCATION, Edited by 
Takashi Korenaga, et al 
1994 448 pp.ISBN:0-87371-682-5 

HAZARDOUS WASTE MANAGEMENT 
(GEOLOGICAL ASPECTS OF) 
by Stephen M. Testa 1994 525 pp. 
ISBN:0-87371-630-2 

HAZARDOUS WASTE MINIMIZATION 
HANDBOOK by Higgins, 1989 
ISBN:0-87371-176-9 

HAZARDOUS WASTE SITE REMEDIATION: 
SOURCE CONTROL by Domenic Grasso 
1993 624 pp.ISBN:1-56670-056-6 

HYDROCARBON BIOREMEDIATIOH by 
Robert E. Hinchee, et al 1994 
496 pp. ISBN:0-87371-984-0 

HYDROCARBON CONTAMINATED SOILS 
VOL !:ANALYSIS, FATE, REMEDIATION, 
HEALTH EFFECTS AND REGULATIONS, 
by Paul Kostecki and Edward 
Calabrese, 1991, 456 pp. 
ISBN:0-87371-525-X 

VOL. II, 1992 576 pp. 
ISBN:0-87371-791-0 

VOL. III, 1993 704 pp. 
ISBN:1-56670-018-3 

HYDROLOGY: AN ENVIRONMENTAL 
APPROACH, by Ian Watson & 
Alister Burnett,1993 704 pp. 
3.5 DISKETTE ISBN:1-56670-087-6 

ISSUES IN UNDERGROUND STORAGE 
TANK MANAGEMENT: UST CLOSURE 
AND FINANCIAL ASSURANCE, by 
Janet Robinson et al, 1993 
ISBN:0-~7371-402-4 
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$95.00 

$95.00 

$92.00 

$92.00 

$79.95 

$55.00 

$69.95 

$45.00 

$69.95 

$85.00 

$99.95 

$159.95 

$49.95 

$59.95 

E3 PRICE 

$85.00 

$85.00 

$82.00 

$82.00 

$69.95 

$45.00 

$59.95 

$35.00 

$59.95 

$75.00 

$89.95 

$149.95 

$39.95 

'' ,tt .. ,. 

$49.95 



PUBLISHER PRICE 
LAW FOR THE EXPERT WITNESS 
by D. Bronstein, 1993, 256 pp. 
ISBN:0-87371-906-9 

METALS IN GROUNDWATER by Herbert 
E.Allen et al 1993 464pp 
ISBN:0-87371-277-3 

MANIPULATION OF GROUNDWATER 
COLLOIDS FOR ENVIRONMENTAL 
RESTORATION by Edward McCarthy 
and Frank J. Wobber, 1992, 400 pp. 
ISBN:0-87371-828-3 

PESTICIDES IN GROUNDWATER Occurence, 
Behavior,and Regulation 
by Richard C.Honeycutt and Daniel 
Schabacker 1994 224 pp 
ISBN:0-87371-926-3 

MIGRATION PROCESSES IN THE SOIL 
AND GROUNDWATER ZONE by Ludwig K. 
Luckner and Wisewolod M. Schestakow, 
1991, 504 pp.ISBN:0-87371-302-8 

NATURAL GROUND WATER FLOW by 
Wouter Zijl, Marek Nawalany, 1993 
336 pp. ISBN:0-87371-868-2 

NUMERICAL GROUNDWATER MODELING: 
FLOW AND CONTAMINANT MIGRATION by 
Walton, 1989 272 PP. 
ISBN:0-87371-196-3 

PETROLEUM CONTAMINATED SOILS -
REMEDIATION TECHNIQUES, 
ENVIRONMENTAL FATE, AND RISK 
ASSESSMENT,1988 Edited by 
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fit together and there are thus no ~riteria to evaluate fracture 
density, the rock is referred to as rubble. 

Stvlalites are irregular planes of discontinuity in limestone that 
look like sutures (figures 1.28 and 1.29) and often farm roughly 
parallel to bedding. Their seams are farmed by an insoluble residue 
and tend to either terminate laterally or converge into residual 
clay seams. As such, they act as barriers to flaw. Stylolites that 
intersect preexisting fractures cause a reduction in their degree of 
hydraulic connectivity. Intergranular stylolites have an amplitude 
smaller than the grain size of the hast rack, while agoregate 
stvlalites are characterized by seams that depart from the bedding 
plane and by larger amplitudes. They form in rocks of varying facies 
and geological age, and are thought to farm by a pressure-solution 
process: thinning <up to 40 X volume reduction) due to enhanced 

.dissolution at grain edges due to diagenetic pressure prior to 
cementation, followed by precipitation of the dissolved carbonate in 
the interstices. 

A core showing several 
figure 2.11. 

of the above features is illustrated in 

Fractures form and propagate due to large concentrations of stress 
(primarily tension and shear), their orientation being controlled 
by the acting stresses and planes of weakness in the rock. Their 
development is enhanced by fatigue and cyclic loading. Same frac~ 
tures may farm by fatigue due to differential rates of diagenesis . and 
lithification during the early stages of rock formation. Howeveri 
mast fractures are stress related and form at later stages. 

Where fractures appear in folded beds or in association with faults, 
they are often of a tectonic origin, farmed by diastrophism related 
to the folding and faulting events. Other stress related fracture 
farming mechanisms include differential stresses due to erasion .of 
overburden, shrinkage of shales and shaly sands due to the lass of 
water, and the shrinkage of igneous rocks due to temperature varia
tions (read pp. 8-27 in Jones at al, 1985, far a discussion of the 
genesis of fractures in granitic rocks, with emphasis on the Oracle 
quartz monzonitgs; read pp. II-8 through II-29 in Rockwell Interna
tional, 1979, for a description of the geology and fracture system 
of the Columbia basalts). Land slides and rock falls may create 
shallow fractures near the soil surface. Structure related fractures 
usually show a consistency of orientation and a certain degree of 
regularity aver given areas and volumes of rack. Highly irregular 
and curved discontinuities that do nat shaw a consistency of orienta
tions are typical to surficial phenomena such as land slides and 
desiccation. 

Among the factors affecting the formation of fractures are the state 
of stress and the prevailing structural conditions, the lithology and 
mechanical properties of the rock, depth, thickness of beds, etc. A 
high degree of tectonic activity favors the formation of extensive 
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f~actu~es in b~ittle ~ocks with fine po~es, and of the development 
of mic~oc~acks in less b~ittle ~ocks with la~ge~ po~es. 

The most common labo~ato~y p~ocedu~e to dete~mine the conditions of 
st~ess unde~ which a ~ock f~actu~es (fails> is the conventional 
t~iaxial test (figu~e 1.7). The ~esults of such tests a~e commonly 
p~esented as plots of diffe~ential st~ess vs st~ain (figure 1~8> and 
show that, ·in gene~al, the yield and ultimate st~ength of the ~ock 
specimen inc~ease with confining p~essu~e. P~io~ to b~ittle failu~e, 
the stress-strain relationship exhibits a ma~ked deviation f~om 
linear (elastic) behavior which is generally attributed to the 
formation of microcracks. As shown in figure 1.18, when the confi
ning pressure increases, the rock may become less prone to brittle 
failure due to an enhancement of its ductility, a state in which it 
deforms continuously without fracturing. Ductility tends to increase 
with temperature (which, however, causes a decrease in strength as 
shown in figure 1.19) and to decrease with the rate · of str~in. 
Figure 1.20 shows how ductility increases with depth for some 
sedimentary rocks, and figure 1.21 illustrates the degree to which 
lithology affects their degree of fracturing. 

Stearns and Friedman (1972) define coniugate fractures as those that 
develop under a single state of stress. For example, if foldinc 
occurs when the maximum principal stress acts parallel to the 
bedding as in figure 1.14, a ~racture pattern similar to that in 
figure 1.11 or 2.1 tends to develop. In this case, the left and 
right lateral conjugate shear fractures form a 60~ angle bisected by 
the direction of the maximum stress (their relationship to the axis 
of the fold may va~y as illustrated in figures 1.16 and 1.17>. The 
orthogonal longitudinal and transverse fractures are the result of 
more than one single state of stress developed during the folding 
history, even though both sets of fractures may have a common 
geological o~igin <the terms longitudinal, transversal and diagonal 
refer to orientation with respect to the folding axis>. When the 
maximum principal stress acts vertically as in the case of a rising 
salt dome (figure 1.15), the fracture pattern is different. In both 
cases, however, some of the fractures are caused by compression and 
some by tension. 

Three states of stress that may prevail during · faulting are illustra
ted in figures 1.12 and 1.13. Fractures associated with such faults 
will thus have a common stress origin, their strikes and dips being 
related in a known manner to those of the fault planes~ Therefore, 
the orientations of fractures associated with faulting can sometimes 
be predicted from structural information about the faults. and vice 
versa. However, structu~al data p~ovide no information about 
fracture density. 
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FRACTURE CHARACTERIZATION 

Fractures are characterized on the basis of information obtained 
from mapping of surface outcrops, tunnels, mines, adits and cores; 
drilling; coring; logging; and testing in the laboratory and the 
field. Among the parameters most commonly recorded are the location, 
orientation, size, opening and nature of infill i ng of individual 
fractures, and parameters describing the spat i al re~ationships 

between fractures such as spacing and density. The data are then 
given either a geometrical representation in the form of schematic 
diagrams, fracture maos, depth profiles, parametric stereograms and 
polar or cvclographic stereograms, or a statistical representation in 
the form of histograms and statistical stereograms (also known as 
rose diagrams or rosettes). Parametric stereograms show the manner 
in which a given parameter such as fracture length varies with 
orientation <figure 2.29>. Polar stereograms show t he orientation of 
individual features such as fractures, faults, slickensides and 
principal stresses as dots representing their poles (figure 2.40; 
figures 2.11 and 2.12 in Jones et al, 1985). In cyclographic 
stereograms, planes are shown as traces of large circles instead of 
points representing poles (figure 2.12 in Jones et al). Ex amples o f 
histograms are shown in figures 2.24-2.26. Rose diagrams ar e 
stereographic histograms (figure 2.27> showing the relative distribu
tion of a given fracture parameter with orientation. 

Information about fracture orientation is obtained from s~rface or 
subsurface outcrops by means of a Brunton compass. If magnetic 
interference due to the presence of metallic equ i pment or hematite 
and magnetite is a problem, one can use a direct-reading azimuth 
protractor <DRAP> of the kind designed by the U. S. Bureau of Mines 
<Bolstad and Mahtab, 1973>. Orientation data from boreholes are 
based on oriented cores and optical or acoustic televiewers. 
Portions of acoustic televiewer logs are shown i n figure A.1 of 
Jones et al, 1985. Figure 5.25 shows how such logs are interpreted. 
A method to orient cores on the basis of acoustic televiewer logs is 
described by Jones et al. 

Fracture orientation data are most conveniently represented on 
equal-area projection diagrams in which the contours define areas of 
equal pole density (percent poles per unit area> on the lower 
hemisphere. Examples are figures 2.6 and 2.8-2.9 in Jones et al 
(1985> which demonstrate the well known orientation bias (discussed 
by Terzaghi, 1965; illustrated in figures 2.15 and · 2.10): surface 
data are biased toward vertical and sub vertical fractures, and data 
from vertical boreholes are biased toward horizontal and subhorizon
tal fractures. The bias is reduced by combining the surface and the 
borehole data in a single diagram <this is what led Jones et al to 
their final division of the fractures at Oracle into six sets as 
shown in their figure 2.10; note the heavy dots designating central 
tendencies or mean orientations of the various fracture sets >. A 
similar orientation bias is demonstrated in figure 2 of Raven et al 



CIAH, 1985, p.83) for data from monzonitic gneiss at the Chalk River 
Nuclear Laboratories in Ontario, Canada. 

One 6f the most extensive studies involving the statistical characte
rization of fractures has been performed by Alain Rouleau <1984) on 
data from the Stripa mine in Sweden (see enclosed map, taken from 
Magnusson and Duran, 1984>. Figure 2.1R shows a geological and a 
structural map of the study area. The site is in a highly folded 
and deformed shield terrain characterized by northeast to southwest 
trending series of folded metamorphic rocks with several granitic 
intrusions. The bedrock structure around Stripa is dominated by a 
major northeast trending syncline. Additional smaller synclines 
trend parallel and normal to the major one. Superimposed on the 
regional fold pattern are fracture zones and lineaments. Figure 
2.2R is a histogram of the strikes of the major lineaments, showing 
thei~ relations to the axes of the folds. 

Figure 2.3R is a map of the Stripa site; figure 2.4R shows a local 
cross-section; figure 2.5R is a plan view of the underground experi
mental area; and figure 2.6R shows the location and orientation of 
'hydrology' boreholes extending from the 'ventilation drift' in 
which a series of hydraulic experiments were conducted by a Lawrence 
Berkeley Laboratory team. As seen in figure 2.4R, the rock mass 
studied is a relatively small body of quartz monzoni'te adjacent to a 
metasedimentary-metavolcanic sequence known as leptite. Fracture 
data derive from limited surface outcrops (figure 2.3R>; three 
diamond cored surface boreholes having a diameter of 76 mm ahd 
inclinations ranging from 45° to 52° (figure 2.3R>; and fifteen 
subsurface hydrology boreholes as well as numerous additional 
subsurface boreholes (figures 2.5R-2.6R) ranging in length from 30 
to 40 meters, all diamond cored and having a diameter of 76 mm. The 
statistical analysis was done primarily on core data from the 
surface holes and the subsurface hydrology holes, and a fracture map 
of the ventilation drift a portion of which is shown in figure 
2.15R. A detailed account of the methods used to prepare this map, 
together with all the data required to reproduce it, is given by 
Rouleau et al (1981; included as Appendix A in Rouleau, 1984>. The 
map is on a scale of 1:20 (5 em = 1 m> and includes only fractures 
having trace lengths in excess of 0.5 m. It is based on a grid of 
points 1 m apart (figure 2.2R> and i~ not corrected for the curvature 
of the walls (i.e., no attempt was made to project the fracture 
traces from the walls onto vertical planes>. 

Figure 2.7R is an equal-area projection stereooram for the three 
surface holes. In general, the poles are seen to exhibit only a 
weak degree of clustering. The cl~ster near the center represents 
subhorizontal f~actures but its peak concentration is only 3.9 % 
<per 1% of lower hemisphere surface area> and it is located near the 
zone most favored by the orientation bias, i.e., near the spherical 
triangle formed by the poles of the three boreholes. This . large 
degree of polar scatter is due to the large variability of rock 
types and structures encountered by the three boreholes. When data 



from depths shallower than 175 m are disregarded so that only 
fractures in granite are represented, the clustering becomes much 
more pronounced (figure 2.BR>: one can now define four fracture 
sets, of which numbers 1 and 4 are very distinct. Since the average 
concentration of poles on the hemisphere is 1%, Rouleau chose the 1% 
contour to delimit the four fracture sets. For ease of interpreta
tion, the working boundaries of each set were designated by eye as 
spherical lines, and possible overlaps between the sets were disre
gard~d. 

An equal-area projection stereogram for joints mapped along the 
ventilation drift is shown in figure 2.9R <compare with the polar 
diagram of veins in figure C.5R and the contour st~reogram of 
fracture zones in figure C.6R>. · Since the horizontal drift is 
oriented N 10° W, there is an orientation bias in favor of vertical 
fractures striking due east as evidenced by the bottom cluster. 
Figure 2.10R represents data from the 13 hydrology holes. Since 80% 
of the poles are from radial wells, the bias is complementary to 
that of the drift. These and additional results are depicted 
jointly in figure 2.13R. When all the data from the vicinity of the 
ventilation drift are collected into a single equal-area projection 
diagram as in figure 2.14R, one can again delineate four distinct 
non-overlapping fracture sets. The final results are only weakly 
biased due to the complementary biases of the contributing data. 
The results are quite similar to those in figure 2.8R for the bottom 
portion of the surface holes: there is a good correspondence 
betweeri sets 1 and .4 in the two figures, while sets 2 and 3 are 
defined better by the less biased data from the vicinity of the 
ventilation drift. 

Figure 2.16R shows histograms of fracture trace lengths obtained for 
the four sets of joints from the map of the ventilation drift. The 
map shows these lengths with an accuracy of+/- 0.1 m. Three types 
of systematic error must also be considered when analyzing trace 
length data: 

A size bias is caused by the fact that large fractures have a 
greater probability of being sampled than small ones, and that 
the longer dimensions of a given fracture are favored over 
shorter dimensions. A method to correct for the first type of 
problem was proposed by Warburton (1980a,b) based on the theory 
of stereology. His method is limited by the need to assume that 
t~e fractures have a known convex shape and a given type of size 
distribution. Priest and Hudson (1981) showed how to estimate 
the mean trace length from line survey data when the trace 
lengths have a uniform, normal or exponential distribution. 
While size bias is important in the case of data obtained by 
line sampling, Rouleau felt that in his case it was not signifi
cant because the mapped surfaces were at least two or three 
times larger than the mean trace length in the ventilation drift. 



A truncation bias arises from the fact that traces shorter than 
0.5 m were excluded from the map. 

Trace lenath censoring occurs because the ends af fracture 
traces ~ay be obscured by a sail cover <on the surface> ar by 
the finite length of the sampling face, causing a bias toward 
shorter lengths. Priest and Hudson (1981) proposed a correction 
~cheme based an an earlier idea by Cruden <1977). However, 
their method assumes a constant censoring point <always at the 
same length value> and is thus nat suitable far the Stripa data. 
A method to account for censoring at any point, based an maximum 
likelihood, was proposed by Steffen et al <1975> and Baecher 
<1980). Baecher developed a closed form expression for the 
estimate of the mean of trace lengths from a progressively 
censored sample when the trace lengths are exponentially ·distri
buted; an iterative maximum likelihood method to estimate the 
parameters of a left truncated and progressively right censored 
normal distribution (and its application to log-normally distri
buted trace lengths) is described on pp. 54-55 of Rouleau's 
<1984> dissertation. 

A distribution-free method ta estimate the mean trace length while 
accounting for size bias, truncation and censoring has been proposed 
by Pahl <1981). His method requires a constant point of censoring, 
otherwise it does not work for any of these errors. 

Table 2.4R gives basic statistics for each fracture set for different 
degrees of censoring <the censoring being zero for traces with both 
ends observable, 1 when only one end is observable, 2 when neither 
end is observable; see corresponding shading in figure 2.16R). 
Assuming that the trace lengths are exponentially or log-normally 
distributed, the table gives estimates of the parameters relevant to 
these distributions after applying the maximum likelihood method ta 
correct for truncation and censoring biases~ No goodness-of-fit 
tests have been performed because of the complexity introduced by 
the various biases. 

In analyzing fracture spacing, Rouleau used only core data from the 
mine. The fracture map of the ventilation drift was considered 
unsuitable for such an analysis due to distortions caused by the 
subcircular shape of the drift, the unevenness of its faces, the lack 
of data about f~actures having traces shorter than O.~ . m and about 
short, closely spaced joints in fracture zones, and the adverse 
effect of truncation bias on the calculation of spacing. Since 
there is no adequate statistical method to analyze the spacing 
between fractures in three-dimensions, one generally considers the 
distance between consecutive fractures (linear spacing> along cores 
<as at Stripa> or along acoustic televiewer logs <as at Oracle). 
The statistical analysis of linear fracture spacing and its applica
tion to the Oracle granite are discussed on pp. 28-34 of Jones et al 
(1985). According to the ISRM <1978> convention, spacing is the 
perpendicular distance between adjacent discontinuities, in which 
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case the term applies only to individual sets of parallel frac
tures <refer back to figure 2.10>. Since in reality the fractures of 
a given set are seldom exactly parallel, the practice is to convert 
the 'apparent' spacing measured for a given set along a borehole into 
a 'true' ~oacing parallel to the central tendency of the set. 

An analysis of variance, based on the assumption that fracture 
spacings at Stripa were log-normally distributed, suqqested to 
Rouleau that the population means varied from borehole to borehole 
for all sets except number 3, implying in turn that individual 
boreholes sample a rock volume that is too small to provide statisti
cally representative spacing distributions. Another statistical test 
showed that a combined analysis of data from all the boreholes should 
yield reliable results. This resulted in the spacing histograms <or 
bar charts due to the gaps between the bars> shown in figure 2.19R 
and the statistics in Table 2.12R <in the table SPAC stands for 
spacing and LSPAC for its logarithm}. 

Figure 2.20R shows quantile plots of the spacing data from Stripa 
for three statistical distributions <exponential, log-normal and 
Weibull; see Appendix Din Jones et al, 1985, for their mathematical 
definitions} that are bounded at zero to the left and skewed to the 
right. The method by which such quantile plots are derived is 
explained in Appendix E of Rouleau <1984). Deviations from the 
theoretical solid line in these plots indicates a lack of fit 
<Kalbfleisch, 1979). The plots, together with the results of a 
Kolmogorov-Smirnov D-statistics test, show that the exponential 
distribution does not fit any of the data; the Weibull distribution 
provides a satisfactory fit for two of the fracture sets; and the 
log-normal distribution fits all the data well. Indeed, when the 
histograms in figure 2.19R are replotted with smaller intervals (0.05 
m vs 0.5 m>, there is a rapid drop to zero to the left of the peak 
and the histograms attain the familiar form of a l6g-normal distribu
tion. 

It is well known from probability theory that if points are randoml y 
distributed along a line so that their locations are statistically 
independent, their linear densitv <number of fractures per unit 
length> follows a Poisson distribution, and the distance between 
consecutive points is exponentially distributed <Priest and Hudson, 
1976; Ross, 1980>. As explained in Jones et al <1985, pp. 28-31>, a 
failure of the exponential distribution to fit the Stripa data 
suggests that the fracture intersections along the boreholes are not 
independent but show some spatial structure. One way to identify 
this spatial structure is by means of a geostatistical analysis; 
indeed, Jones et al were able to demonstrate that the fracture 
spacing data from Oracle possess a well defined correlation structure 
in space <see their figure 5.8). 

Fracture densitv 
Linear densitv 

can be 
has been 

defined for 
defined in 

a line, an area or a volume. 
the preceding paragraph; it is 

sometimes termed fracture freguencv or rate of fracturing. Areal 
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densitv is defined either as the total length of fracture traces per 
unit area, or as the number df fracture traces in a unit area. l 
Volumetric densitv is the specific surface of . fractures, or the 
total fracture surfac~ in a unit bulk volume of rock <the surface 
at-ea of a fracture here meaning its areal e>: tent, not the total area 
of its two walls). Whereas linear and areal densities . are direction 
dependent, volumetric density is a scalar. 

The spatial variability of fracture densities can be studied using 
spatial time series, spectral methods or geostatistics. The geosta
tistical approach has been described by Jamier (1975>, Miller 
(1979), Briere and Razack <1980), La Pointe <1980), and more recentl y 
Jones et al <1985, pp. 54-75), Rossier (1985), Razack (1985) and de 
Marsily <IAH, 1985, pp. 267-277). 

Rouleau estimated the average volumetric fracture densitv for the 
stripa granite. Using geometric probabilities, one can demonstrate 
<Underwood, 1968> that the specific surface <Sv> of parallel planes 
such as in figure 2.21R is equal to P~, the number of planes inter
sected by a line normal to these planes per unit length (i.e., the 
average linear density or fracture frequency>. For planes with a 
purely random orientation, Sv = 2 P~ where now P~ is the average 
nLimber of intersections per unit 1 ength of a samp 1 i ng ··1 i ne having an 
arbitrary orientation. Thus, when Sv = P~ is used to estimate the 
fracture density of a given set of subparallel fractures as Rouleau 
does <P~ being taken parallel to the central tendency>, ·the true 
value is slightly underestimated due to the dispersion of or~enta
tions in each set. Following the method of Kiraly (1970), Rouleau 
computes the 'true' borehole length, L', as 

L ' = L cos s 

where L is the actual borehole length and s is the angle between the 
borehole axis and the central tendency of a given set. s_ is then 
computed according to 

s_ = P~ = N I <sum of L' over all boreholes> 

where N is the total number 
intersected by the boreholes. 
2.639 for set 2, 0.905 for 
being in m- 1 • 

of fractures belonging to a given set 
His results are Sv = 1.026 for set 1, 

set 3 and 1.829 for set 4, all values 

By analyzing trace lengths, spacings and densities separately for 
the four different fracture sets at Stripa, Rouleau implicitly <and 
in an elementary manner) accounted for the correlation that exists 
between these parameters and fracture orientations. A more compre
hensive cross-correlation study between such parameters has not yet 
been performed. 

An important parameter that is difficult to either define or measure 
directly is fracture aperture. When a fracture is partially filled 
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with minerals, its hvdraulic aoerture is smaller than the distance 
between its walls (figure A-1R). Since the walls of fractures are 
generally not smooth, one should expect the aperture of a given 
fracture to vary from point to point. Furthermore, fracture aper
tures vary with the state of stress in the rock and change with time 
as a result of mineral deposition (fracture sealing or healinc) or 
dissolution <fracture erosion). Attempts to identify fracture 
apertures by direct measurement in situ may thus lead to large 
errorsr On the other hand, the fact that large open fractures are 
more easily detected than fractures with very small openings gives 
rise to another systematic sampling error called aperture bias which 
is difficult to quantify. 

Attempts have been made to obtain effective hvdraulic aoertures in 
the field by calculations based on hydraulic conductivity data and 
the so called cubic law. A histogram of hydraulic conductivities 
obtained from pack~r tests conducted over 2 m intervals within 
borehol~s emanating from the ventilation drift at Stripa is shown in 
figure 10 of Gale et al <IAH, 1985, pp. 1-16), and the corresponding 
distribution of effective hydraulic apertures is shown in their 
figure 11. One of the curves in figure 11 is for the case where the 
packed off interval was intersected by a single fracture, the other 
for the case ~<~here it ~<~as intersected by b·JO or more fractures. In 
both cases, the distributions appear to be log-normal. In the single 
fracture case, the mean effective aperture is 5.73 microns, and in 
the multiple fracture case, 8.65 microns. A similar approach was 
taken by Raven et al <IAH, pp. 72-86) to obtain the effective 
aperture histogram for monzonitic gneiss at Chalk River in Ontario 
shown in their figure 4. The distribution appears to be log-normal 
with a mean value of 11.8 microns. 

Gale et al <IAH, 1985, pp. 1-16>, Tsang et al <IAH, pp. 473-485) and 
Tsang and Witherspoon <IAH, ~P· 683-694) describe various laboratory 
and theoretical studies which point to the fact that fracture 
apertures are reduced under normal stress. Some see this as one of 
the reasons why the permeabilitv of fractured rocks at times decrea
ses with depth as reported by Davis and Turk <1964>, Snow (1968), 
Raven and Gale <1977>, Gale <1981> and Neretnieks <IAH, pp. 301-318, 
figure 3). Other factors cited in explanation of this phenomenon are 
a decrease in fracture extent and density with depth. In limestone 
terrains, the dissolution of fracture walls and the associated 
formation of karst are also generally more pronounced at relatively 
shallow depth at which there is considerable circulation of meteoric 
groundwater <on the other hand, karst is often found in areas of 
enhanced global tectonic activity because such activity favors the 
development of fractures through which the solution process can then 
take place>. It is not uncommon, however, to encounter highly 
permeable fractures, fracture zones, shear zones and faults at depth 
where the permeability of the fractured rock is otherwise low. One 
reason for this may be the fact, established in the laboratory for 
samples of gneiss by Makurat <IAH, pp. 99-106>, that a shear dis
placement of only 1 mm can cause an increase in the permeability 
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of a natural fracture by two to three orders of magnitude. The 
hydraulic conductivity data from Stripa and Oracle do not show a 
decrease with depth over the respective 300 m and 100 m depth 
intervals investigated at these sites. The data from Chalk River and 
Hanford show "zones of relatively high permeability at considerable 
depths. 

One way to use the statistical results discussed above is to trans
late them, by means of appropriate theoretical relationships, into 
various hydraulic parameters of the rock such as secondary porosity, 
permeability or hydraulic conductivity, and dispersivity. Analytical 
methods to calculate the permeability tensor of hydraulically 
anisotropic rocks intersected by fractures of infinite length have 
been developed by Snow <1965, 1968) and Romm (1966>. Another way to 
use fracture statistics is to generate networks of artificial 
fractures of finite length on the computer by Monte Carlo simulation, 
and then perform theoretical studies of fluid flow and solute 
transport through these networks. Manners in which the Stripa data 
were used for this purpose are described in the IAH (1985) papers of 
Gale et al <pp. 1-16>, Long et al (pp. 449-462> and Endo and Wither
spoon <pp. 527-537>. 

METHODS OF GEOPHYSICAL INVESTIGATION 

During drilling, high permeability zones are often indicated by ( 
increased drilling rates, a loss of drilling fluid and poor core , 
recovery. However, the only way to 'see' individual fractures in a 
borehole is to examine the cores or use an optical or acoustic 
televiewer. Some borehole geophysical logs may, in an otherwise 
homogeneous formation and in a borehole of constant diameter, 
register an anomalv in the normal sensor response due to the presence 
of a fracture or, more commonly, a fracture zone. The anomaly may be 
caused by the presence of water in the fractures or by the infilling 
material. The anomaly may be distinct if the fracture is widely 
open, and imperceptible if the fracture is filled or has a small 
aperture. Even a combination of geophysical logs will point only to 
selected fractures and will seldom indicate whether the fracture is 
natural or induced. While quantitative estimates (mainly of poro
sity> are sometimes possible, geophysical logs remain useful prima
rily as qualitative tools. 

The usefulness of selected borehole geophysical tools for the 
identification of fractures and high permeability . zones in granite 
has been investigated for the Oracle site by Jones et al <1985, pp. 
39-53 and Appendix A). Following is a list of their main conclu
sions: 

1. An acoustic televiewer is an invaluable tool for subsurface 
investigation of fractured crystalline rocks. In addition to 
providing detailed information about location, orientation, and 



<to a lesser extent) aperture of individual fr a ctures, teleview
er logs also can be used to recover the azimuths of unoriented 
~ samples or to substitute for core, 1.-1hen no core is obtai ned. 

2 . Attempts to correlate fractures betwPen boreholes were onl y 
marginally successful ... To the extent that correlation was 
possible, it relied heavily an care and acoust i c televiewer data 
as well as on various geophysical logs and i n situ h ydraulic 
conductivity measurements. 

3. A distinct linear relationship between inverted. integral. 
neutron log responses in the Oracle granite and the logarithm of 
hvdraulic conductivitY exists over at least two orders of 
magnitude of hydraulic conductivity variations. Since this 
relationship is sensitive to borehole diameter, there is an 
important advantage in using one standard nominal borehole 
diameter in all crystalline rock investigations, at least until 
the geophysical tools can be calibrated to igneous and metamor
phic rock. 

4. Neutron and acoustic velocitv logs do not correlate well with 
rock matrix porosities determined in the l aboratory f or 18 
samples of Oracle granite obtained from retrieved core. 

A comparison between similar borehole geophysical rocks, acoustic 
televiewer data, lithology and hydraulic conductivit y at the Chalk 
River facility in Ontario can be made on the basis of figure 3 in 
Raven et al (IAH, 1985, pp. 72-86). Interesting comparisons between 
core data, acoustic televiewer logs, hydraulic conductivity and 
resistivity log responses down to a depth of 500 m in granite at 
Krakemala in Sweden are given in the paper of Magnusson and Duran 
( 1984) • 

Among the newer geophysical methods that are showing promise in 
connection with fracture detection are borehole radar (both single 
hole and cross hole), and electromaonetic as well as seismic cross 
hole techniques. With the e:·:ception of single hole radar reflecto
metry, these techniques are of a geotomographic nature: A large 
number of radar, short wave radio or seismic waves are made to 
crisscross the rock volume under study; the waves are represented by 
rays which are assumed to travel in straight lines between the 
transmitters and the receivers; the travel times of these ray s 
between the transmitters and the receivers are recorded; the rac k 
volume under study is discretized into smaller blocks, each block 
characterized by a single <unknown) wave attenuation coefficient; for 
each travel time recorded, a linear equation is obtained in terms of 
the unknown attenuation coefficients; and the resulting system of 
linear equations is solved for the coefficients. Since the resulting 
system of equations is often under determined (i.e., there are fewer 
equations than unknowns>, one must often intr oduce additional 
constraints or r~duce the number of unknown par ameters until the 
system becomes over determined and can be solved by least squares or 



another related method. Considerable effort is currently being 
invested into the development of improved numerical methods for the ;} 
inversion of the equations that arise from geotomographic applica
tions. Some recent results from the application of electromagnetic 
tomography at the Oracle site <Ramirez, 1986), borehole radar at 
Stripa <Olsson et al, 1984> and cross hole seismics at Gidea in 
Sweden <Pihl et al, 1985) will be briefly discussed. 

Two additional techniques have been improved at the University of 
Arizona during the last two years and applied with success to the 
Oracle granite: borehole temperaturP logging with the aid of 
sensitive thermistors connected to data loggers, and a heat-pulse 
flow meter with a packer. These methods will be described in an 
upcoming report. 
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Figure 1. 3 R Structural discontinuities in a rock mass 
(from Gale· and Witherspoon. 1979) 
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1.31 - Variation of joint spacing vs. bed thickness (Hodgsonl, Courtesy AAPG). 

1.32 - Systematic joint pattern (Hodgsonl, Courtesy AAPG). 
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I. 7 - Triaxial test for a cylindrical specimen (axial compression o 1 and fluid confining pressure 
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1.16- Fracture Pattern I: CJ 1, a _, acting in the bedding plane and a_, acting nonnal to the bedding plane (aJ 
- dipdirection; a 1 -strike direction). (Steams1, Courtesy AAPG). 

1.17- Fracture pattern 2: a,, a, acting in the bedding plan and o, acting nonnal to the bedding plane 
(aJ-dip direction, a

1
-strikc direction). (Steams1

, Courtesy AAPG.) 
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1.12 - Faulting: a) Extension and normal fault and b) compression of inverse fault. 

t. 13 - Compr:ession and shear fr:u:turing. 
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1.27 - Fracture strike projected in a statistic stereogram (example) 
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Table 2~4R Trace length statistics, by degree of censoring, for the four fracture sets. 

sn 1 S[J 2 S[J 3 5(1 4 

-
CUSOII16 0 I 2 0 I 2 0 I 2 0 I 2 

10. Of DIS . 140 lOt 2 ISO ,. 2 .. 1l I 321 lS 2 
TOT. lUGTH C•) 111.55 113.25 J.lt 151.12 36 .38 5.04 12.40 28.Jt 11.51 435 . 42 st.H 5.U 
IIAI. ,., 4.11 4.44 4.21 2.U 3.85 3.11 3.95 5.22 11.51 6.04 1.18 5.02 
"UI 1•1 1.30 .... 3.ts 1.05 1.40 2.52 1.35 2.22 11.51 1.31 I.U 2.tl 
STD. DlV. C•l 0.61 o.n --·- 0. 45 o.ee -- ·- 0. JJ 1.11 ---- - o.n 1. 51 

liPOillliAl RODll 

;l ,., • 2.16 0.83 1.51 1.03 

lOG-IDRIIAl ~Dll 

~ h•. 0.4U1 -0.0411 0.0583 0.1641 

••• 0.1451 o.55n 0.9124 0. 5583 
; ,., . 2.1t0 1.111 1.601 1.311 
i C•l 2.Ut 1.039 1.852 1.125 
--

• ii( : tstl .. tt tf .... tract ltntt- assu.lnt •• exponential ~dtl 
• ~ll ' ila: tstl .. tt of .... and standard deviation of the natural log1rlt~ of tract lengths 
• ~ ' i: estl .. tt of ... n of standard deviation of the original distribution, computed fro• ~ll l ita uslnt 

equations 2.10 and 2. 11 
•••• All the par• .. ter estl .. tes are corrected for censorlnt and trunc1llon bias • 
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Table 2.12RHain statistics of the distributions of SPAC and LSPAC for each fracture set for 
the HG and R holes 

SET 1 SET 2 SET 3 SET 4 

SPAC LSPAC SPAC LSPAC SPAC LSPAC SPAC LSPAC 

NO. or oos. 209 201 619 614 111 111 319 311 
JIAI. 7.01 1.96" 4.42 1.49 1.59 2.15 9.29 2.23 
MIN. o.o -5.51 o.o -6.21 0.003 -5.82 0.0 -4.85 
IIIAN ______ .._ .... 0.93 = -o.a1 - 0.36 = -1.74 0.79 -1.08 0.51 -1.50 
STD. DIV. 1.21 1.40 0.54 1.23 - 1.25 1.36 - 0.92 1.26 
BKEVNESS 2.42 -0.34 3.58 -0.11 3.51 -0.11 5.21 0.15 
WIBULL 

Shape (1.) .830 .856 .191 .798 
Scale (8) .769 .317 .625 .408 

D-STATISTICS 
ANl [P(>D)) a 

EIPONEN'I'IAL .126 .126 .182 .200 
[.002) [<.001) [<.001) [<.001) 

NORJIAL .on .019 .048 .055 
[> .15) [> .15) [> .15) [> .15 J 

WJBULL .on .066 .075 .095 
[>.15) [<.01) [>.15) [<.01) 

a Results of the Ko).agorov-S.Irnov goodness-of-fit test for the exponential, the log-noraal and the 
Welbull IIOdela 
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surfaces (from Underwood, 1968) 
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CUBIC LAW AND ITS RANGE OF VALIDITY 

Steady state flow of incon1pressible hon1ogeneous liquid in fracture, under 

..... 0thern1al conditions, is governed by the Stokes equation 

0 =- Vh + LV2u pg 

\Vhere h = hydraulic head, J.L = dynan1ic viscosity, p = density, u =velocity. 

T he equation represents equilibrium of forces per unit weight of a Newto

n ian fluid: 

Driving force (- Vh) + Viscous resistance force (11/ pg V2u) = 0. 

Parallel Plate Model: Consider flow under a uniform hydraulic gradient 

(Vh = constant) between two sn1ooth, in1pern1eable parallel plates. Assume 

u :: 0 at fluid-plate boundary (the no-slip condition). Then integration of 

e Stokes equation yields ~J. "'..s 
f.' ~ \{f' . 

U1(x~ =- %[~' -xl) g~1 
where xi = coordinate parallel to flo\v, X3 = coordinate perpendicular to fl0"\\7

, 

U 1 = velocity parallel to plate boundaries, b = aperture (distance between 

plates). Clearly, u 1 varies parabolically (quadratically) with x 3 fron1 0 at the 

fl uid-plate interface to a n1axin1um at the center. 

T he average (seepage) velocity vi is given by 

b/2 
1 J d EZ. b

2 
dh 

or 

. nere 

v 1 :: 0 ul(x3) X3 = - J.L TI dy 
-b/2 

I VI=- K $I 
K = fracture hydraulic conductivity = ptk 

b:! 
k = fracture intrinsic pern1eability = 12 

'1{ 



aaaumed velocity 
distribution (uniform) 

local 
coordinates'"""'~--

~global coordinates) 

actual velocity 
distribution (parabolic) 

a :angle between local 
and · global coordinate system 

I aminar flow in a fracture element bounded by two parallel planes 



~ c\f~~ ~, 
Ex perin1ents have shown that, for rough walled fractures with asperities 

t l).at are small con1pared to the aperture b, 

I k = fb2
1 f = Lon1ize's roughness coefficient < \~ ~ ~ 

he pern1eability of a single fracture is proportional to b2 • ~ 

For a system of parallel fractures with spacing L (between fracture centers) 
~~ 

q = volume flux (flow rate per unit area) = ~v = ¢v 

where I t/l = ~ = porosity I 

hence D = t = fracture density. 

T he pern1eability of a set of parallel fractures is proportional to b3
• This is 

· 1own as the cubic law. 

Standard method of determining b in the field: Isolate by n1eans packers 

one or n1ore fractures cutting n1ore or less perpendicular to a borehole (this 

n1ay or n1ay not be possible in practice). Obtain D for (test) interval 

between packers (typically fron1 core or acoustic TV data). Perforn1 a 

hydraulic test by injecting fluid between the packers. Interpret the n1easured 

flow rate and pressure data as you would for radial flow in a porous 

n1ediun1 to obtain some "effective" K and k for the test interval. Assun1e f 

=1 I 12 (since f cannot be n1easured). Con1pute the "effective hydraulic 

aperture" for the test interval via 

1/3 
b = [rb] ...._ _ ____. . V1 
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aperture b: 

- Each fracture has parallel walls with constant aperture b; 

- These walls are in1pern1eable; 

- Walls are sn1ooth (unless f < 1/12); 

- All fractures in a test interval are perpendicular to the borehole; 

- The fractures are equally spaced; 

- All fractures have the same aperture; . . 

- All fractures extend far enough to allow disregarding their boundaries. 

When these assun1ptions are violated, as is very often the case, the cubic 

law may fail and the notion of an effective hydraulic aperture n1ay loose 

n1ean1ng. 

One reason for deviation fron1 the cubic law is the Brinkman effect (c./., B. 

Berkowitz, Water Resour. Res., 25(8),. 1919-1922, 1989). 
( · ~ 

When flow takes ; 

place parallel to a fracture with permeable walls, Darcy's law takes the 

n1odified forn1 

where ~ \72q = Brinkn1an tern1 

accounts for transfer of shear (distortion of n1ean velocity profile) near the 

fracture-porous-n1ediun1 interface. The Brinkn1an tern1 is often written in 

tern1s of velocity as 

~ = effective viscosity. 

Experin1ents suggest that {32 < 1. Since the no-slip condition does not hold, 

the cubic law underestin1ates flux through the fracture. _J 



FRACTURE 

y 

L. 

Actual velocity profile in fracture/porous medium syste_m. 



The following exan1ples illustrate deviations from the ideal geometry 

assun1ed in deriving · the cubic law, and in relating hydraulically n1easured 

permeability to effective aperture based on this law. 

Fig. 6.12 (due to Neretnieks and his colleagues) shows a fracture surface cut

ting through a core of granitic rock from the Stripa mine in Sweden; even 

on this small scale, the surface appears curved rather than planar. The next 

few figures are from Barton, C.C. and P.A. Hsieh, Physical and Hydrologic

Flow Properties of Fractures, Field Trip Guidebook T385, 28th Intern-. 

Geol. Congr., July 20 - 24, 1989. Fig. 3 is the photograph of a fracture 

surface contour gauge of the kind used to obtain the fracture surface profiles 

in Fig. 4. The fracture trace map in Fig. 14, and frequency plot in Fig. 7, 

make clear that fractures n1ay have wi9ely variable lengths and orientations. ( 

Fracture apertures measured with a gauge in the field (Fig. 5) are likewise 

highly variable. 



Figure 6.12 Fracture A with the injection point H2 and some sample 
holes. 
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FIGURE 3. Contour gauge used to record fracture
surface roughness. 
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5 em 

FIGURE 4. Profiles of fracture-surface roughness 
measured for two fracture sets at Stop 2-2, 
Rockville, Utah. 

( 



\ 

\ 

EXPLANATION 

/ 
./ 

. Type 1 & Type 2 Band 

- Type 3 Band 

/ Intensely Fractured Zone 

~ 

~ , · Boundary , ~ 
~ , 

/ 
- Boundary Truncated Band 

/ .. 
• Rotated Block 

i ~ --

Prepared by R.E. HiU 

0 5 

Meters 

Index Map 

STUDY 
SITE 

Rambow V•sta 1 • 

\ 
I 
' 

' 

10 

; VISIIOI / 

t~'!'~ 

,. ~ kf'• 

FIGURE 14. Traces of deformation bands, Stop 4-1, Valley of Fire State Park, Nevada. 

T385: 21 q .3 



() 

o Pavement 100 
o Pavement 200 

70.00 
o Pavement 300 

60.00 

50.00 

40.00 c >-
(.) . 
z 
w 30.00 ::> 
0 
w 
a: 
1.1.. 20.00 

10.00 

0.00 

0.00 10.00 20.00 30.00 40.00 50.00 
APERTURE (mm) 

FIGURE 5. Frequency of fracture aperture for pavements 100,200, and 300 at Stop 5-l, 
Yucca Mountain, Nevada. Note that axes are offset from origin. · 
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at Stop 5-1, Yucca Mountain, Nevada. Note that axes are offset from origin. 



A n1uch higher frequency of aperture variability IS revealed on the labora

tory scale. 

Brown et a!. (Geophys. Res. Let., 13, 1430 - 1433, 1986) n1easured the top

ography of two sides of a fracture and matched these to obtain spatial aper

ture distribution. The next figure shows that the power spectra of surface 

topography and apertures vary as a power bf spatial frequency at high fre

quencies (short wave lengths). Such power-law spectra are typical of 

randon1 fractals (more on this later); they show that variations occur on a 

broad range of scales. At low frequencies the spectra flatten. The authors 

define a n1ismatch length scale Ac as that at which the ratio between aperture 

and surface spectra reaches 1/2 of its asyn1ptotic (high frequency) value. 

This is the largest wave length (sn1allest frequency) with any significant 

aperture variation (amplitude) in the sample. For lentgh scales larger than 

"-c, the surfaces are closely n1atched; for shorter length scales, they are n1is

n1atched. As suggested (among others) by the previously cited field data, we 

expect additional misn1atches to develop on larger (field) scales; laboratory 

samples cannot reveal them. 

Pyrak-Nolte et a!. (225-232, Proc. 6th Intern. Congr. Rock Mech~, Montreal, 

1987) injected Wood's n1etal into fractures of Stripa granite and, after separ

ating the fracture surfaces, obtained in1ages such as in Fig. I. An analysis 

of such in1ages has led Nolte eta!. (PAGEOPH, 131(1/2), 271, 1989) to con

clude that apertures forn1 fractals or (Py~ak-Nolte et a!., PAGEOPH, 1992) 

n1ultifractals. 
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, x and Wang (99 - 102, Annual Rep. 1992, Earth Sci. Div., Lawrence 

Berkeley Lab., LBL-33000, 1993) n1easured fracture apertures on a san1ple 

fron1 a highly altered fault zone in Dixie Valley, Nevada, by profilon1etry 

and n1atching, by light transn1ission through silicone casts, and by light 

transn1ission through dyed fluid in epoxy replicas of the rock~ They com

pared the results wit~ those obtained by the dyed fluid method for a Stripa 

granite. The fractal dimension measures the rate at which the total length 

of surface contours or profiles varies with the length of the measuren1ent 

yardstick (scale). Plots of aperture thickness are shown in Fig. 1. The 

authors selected several cutoffs (contours; see Fig. 2) dividing the surface 

o positive (islands) and negative (water) areas. They plotted on log-log 

er the area of each island versus its perin1eter and found these to fit stra

ight lines. They then computed the fractal din1ension D as 
2 

D = slope· 

T hough the cutoff patterns for the two specin1ens are not sin1ilar, the cor-

responding fractal din1ensions are (D ::::: 1.32 for granite, D ::::: 1.38 for Dixie 

Valley). 

T he enclosed paper by Vickers eta!. (Geoplzys. Res. Let., 19(10), 1029-1032, 

1992) suggests that fracture apertures in tuff also vary randon1ly on at least 

two distinct scales. 
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STRIP A FRACI1JRE 

Min =0.0 Jlm 
Max= 110.0611m 
Mean= 37.00 Jlm 
Standard Deviation= 21.28 11m 
Covariance = 0.58 
Skewness= 1.01 
Kurtosis= 0.95 
N = 152.943 

/ 

Figure 1. Surface plots of Stripa and Dixie Valley fractures. [XBL 935-805] 

DIXIE VALLEY FRACTURE 
Min =0.0 Jlm 
Max= 152.90 Jlm 
Mean= 41.95 Jlm 
Standard Deviation= 20.92 IJm 
Covariance = 0.50 
Skewness = 1.84 
Kurtosis= 5.05 
N = 128.014 

Figure 2. Cutoffs (indicator maps) for Stripa and Dixie Valley fractures. Apertures gre:uer than 50 11ffi are shown in white. [XBL 935-806] 
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Table I. Slit-island analyses. 

Name Cutoff :-.lo.Is. Are:~.% Totalperimeter Slope D 

Stripa 27. 536 36 25.890 1.52 1.31 

Stripa 37. 791 55 27.790 1.54 1.30 

Stripa 50. 919 72 26.470 1.51 1.33 

Strip a (37.) (653) (45) (27,790) (1.49) (1.34) 

Dix Val 30. 383 28 29.970 1.44 1.39 

Dix Val 40. 698 53 33.280 1.43 1.40 

Dix Val 50. 897 71 26,040 1.47 1.36 

Dix Val (40.) (598) (47) (33 .280) ( 1.44) (1.39) 

Notes: Cutoff is in micrometers. No .Is. are islands greater chan cutoffs (except for those 
in parentheses). Percent area is areJ with apertures gre:J.ter chan cutoff. Total perimeter 
is in grid unitS (grid spacing approximately 0.2 micrometers). Slope is from plot of log-
log JreJ versus perimeter. D is the fr:lct:ll dimension from the slit-island slope. Cutoffs 
in parentheses are for the inverse analysis (i.e .• islands are apertures less chan the cutoff). 

/OJ 
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RECONSTRUCTION AND GEOSTATISTICALANALYSIS OF MULTISCALE 
FRACfURE APERTIJRES IN A LARGE BLOCK OF WELDED TUFF 

B.C. Vickers 

Haley & Aldrich, Inc. 

S.P. Neuman, MJ. Sully, and D.D. Evans 

Department of Hydrology and Water Resources, The University of Arizona 

Abstract. Reconstruction of fracture apertures in a 
block of welded tuff has revealed two scales of autocorre
lation, one on the order of millimeters, the other on the 
order of tens of centimeters. The spatial and frequency 
distributions of apertures changed drastically as a result of 
minor nondestructive shear. 

Introduction 

The hydraulic and transport properties of fractured 
rocks depend strongly on distributional features of the 
void space, most importantly the spatial autocovariance of 
apertures [Wang, 1991]. Brown et al. (1986) and Gentier 
(1986, 1990] suggest that apertures are autocorrelated 
over distances of not more than a few millimeters. Brown 
and Scholz [1985a] believe that "for 'mated' joints, 
commonly observed in the field, the correlation distance 
is typically less than 1 em and the expected variations in 
the joint properties are not great." Only discontinuities 
that have undergone major lateral displacements, such as 
faults, should according to Brown and Scholz (1985b) 
exhibit "correlation distance (that] may be large, resulting 
in large possible variations in the maximum closure (or 
normal stiffness) and the fluid flow rate." 

There is ample hydrologic evidence that flow and 
transport parameters in jointed rocks vary consistently 
with scale [Neuman, 1990, 1991). This is at least in part 
due to the existence within some joints of conduits and 
channels that are longer and locally wider than the 
dimensions of a common laboratory sample. Direct 
laboratory evidence that joints in granite may contain 
variable size apertures which do not appear to have been 
caused by shear is contained in the profiles of Gale 
[1987]. Indirect evidence for such aperture variation on 
the field scale is cited by Moreno et aL (1990). As the 
properties of fractured tuff are of interest in connection 
with the geologic storage of high-level nuclear wastes at 
Yucca Mountain in Nevada. we measured the surface 
topography of a relatively large natural fracture in a block 
of welded tuff. We reconstructed the apertures for zero 
normal stress and minimum shear by optimizing the match 
between the fracture surfaces, then analyzed them gee
statistically. 

Sample Preparation and Measurement of Surface 
Topography 

A block of welded tuff measuring 75 em x 20 em x 15 
em and containing a single vertical fracture was cut from 

Copyright 1992 by the American Geophysical Union. 

Paper number 92GL00560 
0094-853~/92/92GL-00560S03.00 

a rock outcrop at the Apache Leap Tuff Site near Superi
or, :Arizona. Six of its surface were cut by a laser guided 
diamond saw to form smooth planar surfaces (Figure 1 ). 
The block was then shortened by means of a standard 
rock saw to a final size of 40 em x 15 .em x 20 em and its 
"top" and "bottom" halves were separated along the 
natural fracture. The revealed fracture surfaces were 
cleaned with a soft bristle brush and divided (not cut!) 
into three square sections with sides 10.16 em, numbered 
consecutively 1, 2, 3. Each section was analyzed indepen
dently of the rest. Details are given by Vickers [1990). 
The topography of the fracture surfaces was measured 
with a proftlometer on a square grid of 81 x 81 points per 
square surface area or a total of 39,366 points across the 
fracture. As the diameter of the probe tip is 0.38 mm, 
micro-canyons of lesser breadth were ftltered out. 

Reconstruction and Statistical Analysis of Apertures 

To reconstruct the apertures for zero normal stress and 
minimum shear (maximum match) between the top and 
bottom surfaces, we computationally displaced and rotated 
slightly the surfaces corresponding to each 10.16 em x 
10.16 em section relative to each other so as to minimize 
the sum of squared distances between them. Figure 2 
shows the resulting contour map of fracture apertures for 
section 1. The apertures are smaller in the left half than 
in the right half of this and the other two sections. 
Overall, they are relatively large and would be expected 
to close under normal stress; a method to calculate such 
closure from aperture data at a reference stress is de
scribed by Pyrak-Nolte et al. (1988]. Their model requires 
the percent reference contact area: We find the relative 
number of grid points in contact to be 18% in section 1, 

Fig. 1. 
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Reconstructed apertures in section 1. 

21% in section 2, and 26% in section 3. A comparison 
with area fraction versus normal stress curves produced by 
Nolte et al. [1989] confinns that our apertures correspond 
to the lower end of the stress scale. 

Figure 3 is a contour map of apertures in section 1, 
selected at random from the 100 alignments we have 
generated between its fracture surfaces. The apertures 
are much larger than those in Figure 2 and their spatial 
pattern is entirely different. The sheared apertl:U'es have 
higher mean, variance, and kurtosis than the reconstructed 
apertures and a highly negative skew, demonstrating that 
a slight shear can drastically alter both the spatial and the 
probability distributions of fracture apertures. 

Figure 4 shows frequency histograms of surface eleva
tion data for section 1. The histograms for top and 

. bottom surfaces in all three sections mirror each other 
statistically as in Figure 4. Their shapes are however 

.. -different and cannot be fitted to a single probability 
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Fig. 4. Frequency histograms for top and bottom 
(positioned accordingly) surface elevations of section 1. 

distnbution function. A frequency histogram for the 
reconstructed apertures of section 1 is shown in Figure 5. 
It is truncated at its lower end due to the inability of our 
data to resolve fluctuations on a scale smaller than the 
grid interval (or wavelengths shorter than twice this 
interval, which defines the Nyquist frequency). Our 
histograms are similar in appearance to those obtained by 
Gentier [1986; see also Figure 5 in Tsang, 1984] from 
multiple matched profiles of fracture surfaces in granitic 
cores, but differ from the positively skewed distributions 
observed along linear profiles by Gale [1?87] and Gentier 
[1990] or used in the analysis of Moreno et aL [1990], as 
well as from the negatively skewed distribution assumed 
(in addition to the normal) by Tsang [ibid). The closing 
of apertures under compressive stress is expected to shift 
the frequency distribution toward the lower end, a 
phenomenon that might be reproducible with the model 
of Pyrak-Nolte et aL [1988). The latter model requires as 
input the probability distribution of apertures at a refer
ence stress which our histograms provide for zero com
pression. 

Figure 6 shows that shear displacement causes a shift to 
the right and the development of a negative skew in the 
frequency distribution of the apertures. This is in contrast 

Fig. 3. 
ment. 

Apertures in section 1 under shear displace- to the log normal distribution [Gale, 1987: Moreno et al., 
1990] which is characterized by a positive skew. 

: /P'I . 
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Fig. 5. Frequency histogram for reconstructed aper-
tures of section 1. 

To check how well the aperture frequency histograms 
may be represented by a normal pdf, we employed 
probability plots, quantile plots, and the Kolmogoro_v
Smimov goodness Qf fit test. The apertures of sectlon 1 
fit the normal distribution well everywhere except at the 
lower end of the range. Deviations from normality ~t 
both tails of the distribution are more pronounced m 
section 2 and still more so in section 3. These deviations 
may explain why the Kolmogorov-Smimov test fails to 
confirm, at the 95% confidence level, the null hypothesis 
that the apertures of either section follow a normal 
cumulative distribution function. Shearing of section 1 
causes its apenures to deviate significantly from a normal 
distribution. 

Geostatistical Analysis of Apertures. 

Geostatistical Analysis of Apertures was performed. on 
200 data points selected randomly from the 6,561 pomts 
available for each section. It has revealed the presence of 
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Fig. 6. Frequecy histogram for apenures of section 1 
under shear displacement. 

0.04 

E 
~ 0.03 
0> 
0 
·c 

C'O 0.02 
> 

0.01 

o,L_~~~-L-L~-J~--~ 

20 40 60 80 100 

Distance (mm) 
Fig._7. Sample variogram (solid curve) for apenures of 
sectton 1 with pure nugget model (shan dashes) and 
spherical model (long dashes). 

a linear drift across each section expressed as z(x.y) = 
b + b1x + blY, where z(x.y) is the drift with origin at the 
lc;'wer left comer of each section and b; are coefficients. 
Sample variograrns of residual apertures about ~his drift 
are associated with a more or less stable maxtmum or 
"sill," and show no significant directional dependence, 
suggesting that the residuals are statistically homogeneous 
and isotropic. 

The sample variogram for section 1 is shown in Figure 
7. The variograrns for all three sections are nearly flat 
and fit a pure nugget model or white noise. We attribute 
some of this noise to aperture fluctuations on scales 
smaller than our Nyquist sampling frequency. In sections 
1 and 2, the fitted nugget models lie below the majority of 
points that delineate the sample variograms. To compen
sate for this discrepancy, the variograrns must fall below 
the nugget at shan distances which however our 200 
selected data points are insufficient to reveal. Indeed, 
upon fitting spherical models to the sample variograrns we 
obtain an improved maich for section 2. The correspond
ing integral correlation scales (area under the '-:ariogram 
divided by sill) are approximately 2 mm for sect1on 1 and 
3 mm for section 2. 

Drift coefficients estimated in conjunction with the 
nugget model are listed in Table 1. These were quite 
insensitive to the choice of variogram model and clearly 
reflect the systematic increase in aperture sizes from left 
to right along the width of the fracture which we noticed 
earlier in Figure 2: o1 is positive in each section. Howev
er, the rate of this transverse increase (the magnitude of 

• TABLE 1. Aperture drift parameters (see text) 

Section 

1 
2 
3 

bo 

0.0782 
0.225 
0.0869 

Drift Parameters 
b, b2 

0.00251 0.0012 
0.0154 -0.00651 
0.00541 0.00161 

/05 



1032 Vickers et a!.: Multiscale Fracture Apertures 

b1} varies from section to section, as do the directions and 
magnitudes of the longitudinal slopes in each section (the 
signs and magnitudes of b2). Our finding that apertures 
increase consistently from left to right along the entire 
length of the fracture implies that they are autocorrelated 
over distances well in excess of the fracture dimensions. 

Conclusions. 

The two-dimensional spatial structure and probability 
distribution of natural fracture apertures can be recon
structed for zero normal stress and minimum nondestruc
tive shear displacement from measurements of fracture 
surface topography. Having done so for a fracture in a 
relatively large block of welded tuff, we found the aper
tures to be autocorrelated on two scales, one on the order 
of a few millimeters, the other on the order of tens of 
centimeters. The spatial and frequency distributions of 
apertures changed drastically as a result of minor nonde
structive shear, explaining why Makurat (1985] has found 
minute shear to cau::e large and unpredictable changes in 
the permeability of a rock core. When considered jointly 
with a growing body of indirect hydrologic evidence that 
flow and transport in fractures take place through con
duits and channels which span a broad range of scales, 
our results suggest that it may be difficult to reliably 
predict rock void structure and permeability from laborat
ory-scale studies of fracture internal geometry, or from 
assumptions about multiscale crosscorrelations between 
fracture surfaces. 

The frequency distributions of top and bottom fracture 
surface elevations could not be fitted consistently to any 
theoretical function but mirrored each other closely. The 
aperture distribution was close to normal except at the 
tails, but acquired a strong negative skew (as well as a 
larger mean and variance) when the fracture was subject
ed to a slight nondestructive shear. 
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ile et a!. (SKB Stripa Project Tech. Rep. 87-15, 1987) injected epoxy into 

fractures through cores of Stripa granite. He then cut the san1ple perpendic

ular to the fractures to reveal one-dimensional profiles of apertures. As 

shown in Fig. 3-7, there are both high and low frequency jan1plitude fluctu

ations, suggesting multiscale spatial variability. Some relatively large open-. .. 

ings could be the cross-sections of preferential flow channels. Otherwise, 

the aperture profiles appear t6 be random. · Histograms of the random aper

tures are shown in Fig. 3-8. 
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Laboratory studies of flow through single fractures suggest that the cubic 

law is generally not valid unless wall asperities are sn1all con1pared to the 

ance between the walls (aperture). Otherwise, the relationship between k 

and b changes ·with the state of stress. 

As shown in Fig. 8 (Makurat, A., 99 - 106, Hydrogeology of Rocks of Low 

Pern1eability, Memoirs IAH Congress, Tucson, Arizona, 1985), slight shear 

displacen1ents along a fracture in gneiss render the k-b relationship unpred-. 
ictable. Fig. 2-20 (Makurat et a!., SKB Stripa Project TR 90-07, 1990) 

shows the con1plex effect of shear deformation on the permeability of a frac

ture in granite. Figs. 2 and 3 (Gale, J., 1 - 16, Hydrogeology of Rocks of 

Low Pern1eability, Men1oirs IAH Congress, Tucson, Arizona, 1985) show 

deviations fron1 cubic law in a fractured core of Stripa granite at high 

n1al stresses. A hysteretic effect of norn1al stress has been docun1ented 

by Iwai (Fig. 2; Ph.D. dissertation, UC Berkeley, 1976) and Gale et a!. (Fig. 

2-4; SKB Stripa Project TR 87-15). 

T here have been atten1pts to n1odify the cubic law so as to account for par

tial closure of a fracture under norn1al stress. For exan1ple, Cook et a!. (371 

- 378, Proc. 31th US Syn1p. Rock Mech., Golden, Colorado, Balken1a, 1990) 

proposed 

q = - e;- f~~fb3Vh + q00 

where b = b0 - (bn1 + Ab), b0 = n1axin1un1 fracture aperture , bn1 = n1echani

~ 1 closure due to applied norn1al stress, Ab = additional closure to insure 

lun1e balance, d = fraction of contact area, q00 = irreducible flux. This 

gave in1proved fits to experin1ental data. /13 
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In the so-called Stripa 2-D Experin1ent in Sweden, Abelin et a!. (see SKB 

TR 90-13, 1990) injected water and tracers into fractures intersecting an 

underground opening. As shown schen1atically in Fig. 3.1, water and 

tracers were injected at one point above the opening into each fracture and 

monitored in several short holes drilled where the fracture intersects the roof 

of the opening. The results in Fig. 6.2 show n1easured inflow rates of \Vater 

and a nonsorbing tracer into two of these· fractures. None of the other . . 

sorbing tracers have been recovered in the drillholes. Based on these res

ults, the researchers concluded that flow in the fractu~es must be channeled, 

as depicted by an artist in the fallowing figure. 

During Phase 2 of the Stripa Project, the so-called Site Characterization and 

Validation (SCV) experin1ents have rev~aled that the hydraulic and transport 

properties of fractures in the in1n1ediate vicinity of an underground opening 

are quite different fron1 those of the intact rock son1e distance fron1 this 

open1ng. One n1ay therefore question the validity of the above conclusion 

about channeling. To elin1inate this question, a so-called Channeling Exper

in1ent was conducted by Abelin and his colleagues during Phase 3. It is . 

described fully in the above reference. 

j;l.O 
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Figure 2. 7 .5. Schematic illustration of the two fractures intersecting the drift. 
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Figure 2.7.6. Location of injection and some collecting holes in fracture No.2. 
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" FRACTURE (' ... 

Figure 9-1. 

.FRACTURE2 
" . 

Average water flowrate from fracture 1 and 
fracture 2 in Stripa. 
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In the Stripa Channeling Experin1enL (Abelin et a!., SKB Stripa Project TR 

90-13, 1990), two parallel boreholes of lengths exceeding 2 n1 were drilled 

the plane of a single fracture. The holes were drilled fron1 an under

ground opening a distance of about 2 n1 fron1 each other (Figs. 6-44 and 

6-45). Water ·was injected into 20 sections of length. 5 cn1 within drillhole 7 

under an excess pressure of 2 bars for two weeks, till the flow rates stabil

ized. Five different nonsorbing dyes were then introduced into five of these . 
sections. Water samples were collected in 20 monitoring intervals of length 

Scm within drillhole 12. The injection and monitoring flowrates are shown 

in Fig. 6-45. Figs. 6-47, 6-48, and 6-50 represent an artist's interpretation 

of the test results. According to this interpretation, both flow and tracer 

transport occur in distinct channels, controlled to son1e extent by the 

osed pressure gradient and existing boundary conditions. The fracture 

under investigation is intersected by other fract:: : · ~". 

T o quote fron1 the Sun1n1ary: " ... photographs showed that the open1ngs 

in the fractures were not like oo• parallel walls. They are better described by 

an array of sn1all holes in an otherwise nearly closed fracture ... detailed 

flow injection measuren1ents often show a very large difference between 

adjacent 5 em sections ... No correlation was found between the visual 

apertures and injection flowrates. Nor was any correlation found between 

the nun1ber of fracture intersections and injection flowrates ... observations 

on the tracer n1oven1ents lead us to conclude that there are dead end chan

- c:ls ... channel widths are on the order of IO's of cn1 or less ... channel 

r l!rture can be on the order of several hundred J.Ln1. The flow apertures 

could not be detern1ined with any accura~ 00. " 
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ABSTRACT 

Channeling of.water flow and tracer transport in real 
fractures in a granite body at Stripa have been 
investigated experimentally. The experimental site was 
located 360 m below the ground level. Two kinds of 
experiments were performed. In the single hole 
experiments, 20 ern diameter holes were drilled about 
2.5 minto the rock in the plane of the fracture. 
Specially designed packers were used to inject water 
into the fracture in 5 ern intervals all along the the 
fracture trace in the hole. The variation of the 
injection flowrates along the fracture were used to 
determine the transmissivity variations in the fracture 
plane. Detailed photographs were taken from inside the 
hole and the visual fracture aperture was compared with 
the injection flowrates in the same locations. 
Geostatistical methods were used to evaluate the 
results. Five holes were measured in great detail. In 
addition 7 holes were drilled and scanned by simpler 
packer systems. 

A double hole experiment was performed where two 
parallel holes were drilled in the same fracture plane 
at nearly 2 m distance. Pressure pulse tests were made 
between the holes in both directions. Tracers were 
injected in 5 locations in one hole and monitored for 
in many locations in the other hole. 

The single hole experiments and the double hole 
experiment show that most the fracture planes are tight 
but that there are open sections which form connected 
channels over distances of at least 2 meters. It was 
also found in the double hole experiment that the 
investigated fracture was intersected by at least one 
fracture between the two holes which diverted a large 
amount of the injected tracers to several distant 
locations at the tunnel wall . 
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SUMMA,RV 

It has been recognized that in fractured crystalline 
rock water flows only in a small part of every fracture 
and that this may have a strong impact on the transport 
of escaping radionuclides for nuclear waste. The water 
flowpaths in the fractures may connect to form a 
network of pathways, some of which may be faster than-
others. The surface area of the fractures which is in 
contact with the mobile water will determine how much 
surface area is available for sorption and retardation 
of the nuclides. Practically no experimental 
information is available on the transmissivity 
variations in natural fractures and how this influences 
the distribution of flow and tracer transport. The 
present experiments were aimed at obtaining such 
information 

The channeling experiments were designed to study the 
transmissivity and aperture variations in fractures at 
depth in crystalline rock. Two types of experiments 
were designed. In the single hole experiments a hole 
was drilled more than 2 m into the plane of the 
fracture and the flowrates were measured in 5 em 
sections using a specially designed injection packer. 
Photographs were also taken inside the hole along the 
fracture to determine the visible fracture aperture and 
to obtain other information. In the double hole 
experiment two parallel holes were drilled in the plane 
of a fracture at a center distance of 1.95 m. Hydraulic 
tests and tracer tests were made between the two holes 
to obtain information on connections in the plane of -·
the fracture and _to obtain information on residence 
time distributions in different paths (channels) . .. 
The photographs showed that the openings in the 
fractures were not like more or less parallel walls. 
They are better described by an array of small holes in 
an otherwise nearly closed fracture. The description of 
the fracture as made up of two parallel plates may not 
be a very good one. It looks more like if it is made up 
of a bundle of small tubes in the plane of the 
fracture. 



The detailed flow injection measurements often show a 
very large differences between adjacent 5 em sections 
indicating that there are tight sections adjacent to 
open sections. Variogram analysis of injection 
flowrates show that correlation lengths vary between 
less than 5 em and about half a meter. No correlation 
was found between the visual apertures and injection 
flowrates. Nor was any correlation found between the 
number of fracture intersections·and injection . 
flowrates. 

The injection flowrate distribution was used to 
evaluate the transmissivity variation in the fracture 
planes. This was done by generating a large number of 
fractures with stochastically varying transmissivities 
in the fracture plane and comparing the injection 
flowrates in the computer generated fractures with 
those obtained in the experiments. The transmissivity 
distribution was found to be well described by a log 
normal distribution with standard deviations (lOlog) 
ranging from 0.3 to 0.8. 

In the double hole experiment, where two parallel holes 
were drilled in the same fracture plane at a distance 
of nearly two meters, pressure pulse tests as well as 
tracer tests were made between the holes. 

The observations on the between hole pressure tests 
show that the investigated fracture is intersected by 
other fractures which dissipate the pressure.· 

The observations on the tracer movements lead us to 
conclude that there are dead end channels, that this 
single fracture has several intersecting fractures 
which divert the flow from the main fracture, that the 
thannel widths are on the order of lO:s of em or less 
and that the channel aperture can be on the order of 
several hundred ~- The flow apertures could not be 
determined with any accuracy but the values obtained 
lie in the same range as the visual apertures measured 
from the photographs. 



Detailed injection tests 

The detailed injections were performed using the 
Multipede packer. Water was injected in twenty 50 mm x 
50 mm sections at a time. These sections were located 
in . a row, 50 mm apart. The parts between the sections 
were sealed off. To cover all parts of the fracture 
intersections, four sets of measurements had to be 
performed including one 50 mm movement of the 
Multipede packer. The injection tests were done with 
constant injection pressure during 5 to 10 hours. To 
eliminate the risk of spurious information on inflow 
from sections due to leakage passing the sealing .back 
to the hole, the hole was kept at a slightly higher 
pressure than the injection sections. 

During these tests the face of the drift, close to the 
hole, was observed for emerging water. In some cases 
the areas surrounding the hole were covered with 
plastic sheets. 

As it was required to be able to seal off short (50 mm 
x 50 mm) sections along the fracture intersection 
separately on "left" and "right" side, no ordinary 
inflatable packer could be used. Instea~ it was 
decided to use small rubber cushions that were pressed 
to the wall of the bore hole by hydraulic pistons. As 
th~ fractures within the hole undulate, it was 
necessary to have the rubber cups individually 
adjustable. Figure 3-2 shows the final design of the 
so called Multipede packer. 

Figure 3-2. Final design of the Multipede packer. 
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Figure 3-4. A complete injection system. 

The high resolution injection system is controlled .by 
a HP9816 computer. 

. 
The data collected during the actual injection were: 
time, total pressures for each injection zone, the 
heights of the water pillar in the measuring tubes and 
the mass on the balance. The individually applied 
nitrogen pressure is adjusted corresponding to the 
height of the water pillar. The time needed for such 
an adjustment is about half a minute. If the height is 
below a certain limit, the measuring tube is ref.illed. 
The differential pressure transducers, which give the 
heights of the water pillars, are read once every 
minute. The total pressure transducers are read every 
fifth minute and the balance every fourth minute. 

DOUBLE HOLE EXPERIMENTS 

The double hole experiment was performed in a fracture 
where an earlier single hole test had shown that 
channels exist. A second hole was drilled in the same 
fracture plane at a center to center distance of 1.95 
m. This second hole was also subjected to a single 

/J/ 



hole test before suitabl-e points for the cross hole · 
pressure pulse tests could be selected. 
Prior to the pressure pulse tests, a preliminary 
tracer test was performed using different salts as 
tracers to determine the suitability of the fracture 
for further investigations. One of the injected 
tracers occurred in the sampling hole, thereby 
indicating that this fracture plane was suitable for 
the double hole experiments. 

To locate sections suitable for t .he injection of water 
for the detailed pressure pulse tests, a coarse- test ~ 

was performed. In this test the entire hole was 
pressurized using the Scanning packer and the 
responses were monitored all along the fracture using 
the Multipede packer in the other hole. ·This coarse 
test was reversed, using the receiver hole as the 
injection hole. Sections which showed pressure 
responses and also had injection flowrates during the 
single hole tests were chosen for the detailed 
pressure pulse tests. 

Detailed pressure pulse tests were performed from the 
selected points, in both directions, with injection at 
single sections, 50 mm x 50 mm, in one hole and 
monitoring in twenty sections along the fracture 
intersection in the second hole. 

Pressure pulse tests were performed in the double hole 
experiment using a single point source and a multi 
point receiver. 

TRACER MIGRATION EXPERIMENT 

Five different non-sorbing tracers were injected from 
five 50 mm sections in one hole. These sections had 
been found to be the most conductive and to have , 
pressure connection with the sampling hole. To obtain 
"linear" flow for the tracers, water was injected with 
the same pressure as used for the tracers from the 
remaining 15 sections. The tracer solutions were 
continuously injected for 4 weeks with a constant 
overpressure of 2 bar. 

The five tracers used were Uranin (Na-Fluoroscein), 
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Eosin Yellowish, Elbenyl Brilliant Flavine, Duasyn 
Acid Green V and Phloxine B. The tracers have been 
tested and found to be stable with time and non
sorbing on granite and the materials used in the 
equipment (Abelin, et al., 1987b). 

The sampling packer allowed for water collection at 20 
different points in the sampling hole. Water samples 
were taken from the monitoring hole . with a specially 
designed sampling packer. The samples were transported 
from the packer using under-pressure to fractional 
collectors kept in "vacuum" boxes . 
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Figure 6-44. Location of the holes. 
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Figure 6-45. Location of injection and monitoring 
sections, tracers injected and injection 
flowrates. 
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, Hole 12 

Hole 7 

Figure 6-47. Injection and collection locations of 
Uranin. 
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Hole 7 

~igure 6-48. Injection and collection locations of 
Duasyn. 
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Figure 6-50. Overview of the fate of the tracers. 
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DISCUSSION AND CONCLUSIONS OF THE TESTS 

It is at first surprising that there is no obvious 
correlation between the observed aperture and the 
injected water flowrate. However, considering that the 
hydraulic aperture is a few micrometers on the average 
and that the mechanical aperture is more than 10 times 
larger obviously the visible local mechanical aperture 
is not what determines the pressure drop. It has been 
suggested by (Tsang, et al., 1988) in their flow 
simulations that the pressure drop . is determined by the 

~ smaller apertures along the flow path which form the 
pinch points for flow. The larger apertures will 
determine the flow aperture because those are the 
regions where the water will acquire much of its 

residence time. This phenomenon will become more 
noticeable the tighter the fractures are. 

The observations on the between hole head tests show 
that the investigated fracture is intersected by other 
fractures which take the flow in a manner similar to a 
porous medium in radial flow. . 

The observations on the tracer movements lead us to 
conclude that there are dead end channels, that this 
single fracture has several intersecting fractures 
which divert the flow from the main fracture, and that 
the channel aperture can be of the order of several 
hundred ~· The flow apertures could not be determined 
with any accuracy but the values obtained lie ~n the 
same range as the visual apertures measured from the 
photographs. 

How much of a fracture is open to flow and how large a 
flow wetted surface it has, are essential numbers when . 
calculating retardation of radionuclides. When trying , 
to evaluate these numbers from the results from these 
experiments it is not possible to achieve an 
unambiguous result. To start with, one has to define 
what is meant by a channel. Either one can look at 
every individual flowpath and get very small channel 
widths or at a larger scale identifying more or less 
isolated clusters of small individual flowpaths. The 
cluster approach will give a more general view of 
flowpaths within fracture planes. See Figure 6-54 for 
an artist's view of single channels and clusters within 
a fracture plane. 
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Based on photographs of 50 m of fracture intersections 
in total one can say that individual openings within 
fracture planes are in the range from millimeters to a 
decimeter in length, in rare cases a few decimeters. 
These openings normally occur in clusters with widths 
of 0.05 to 1 m with 2 to 4 clusters over a length of 
2.5 m. The open part in one of these~clusters is at 
most half the cluster width and normally much less. The 
same results are obtained from the single hole 
injection tests. Looking at the infilling thickness, a 
footprint of long-term properties, the result is the 
same as for the methods mentioned above, except that in 
this case, it is possible to find some distinct narrow 
channels (50 mm widths) . One should, however, keep i~ 
mind that the channels now seen as infilling might not 
have been active at the same time. 

To sum up these observations, on average, 25 percent or 
less of the fracture plane is open to flow, with 
individual channel widths from millimeters to a 
decimeter. These channels normally occur in clusters 
with cluster widths of decimeters. These clusters occur 
at half a meter to a meter apart. Individual fractures 
may however have properties that strongly deviate from 
the average. 

These results are based on 12 well defined planar 
fractures selected from 1500 m mapped drifts. The 
results may not be applicable to all fractures found in 
a standard fracture mapping. 



ance and directional correlation scales. Hence the apertures forn1 a statisti

cally hon1ogeneous, anisotropic randon1 (stochastic) field. Figures 1 - 4 

below (Moreno and Tsang, 130 - 134, Ann. Rep. 1992, Earth Sci. Div., 

Lawrence Berkekely, Lab., 1993) show that, in such randon1 fields, flow and 

transport (n1odeled by particle tracking) tend to occur preferentially in rela

tively 11arrow channels of elevated permeability. These channels are 

dynamic in that their pattern changes with the applied boundary conditions 

(including locations and rates of injection/withdrawal). They n1ay give rise 

to tracer breakthrough curves with multiple peaks of the :kind actually 

observed in the field. 
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Geometry and schematizatidn of a single fracture 
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Representations of variable fracture aperture. (a} Discrete aperture variation. (b) Continuous aperture vnriation. 

Flow in a fracture of variable apcnurc width. 



a) Run 511 b) Run 512 

c) Run 5i3 d) Run 514 

Figure 5.2.1. Statistically generated apertures with a spatial correlation length of 0.1 in the plane 
of a single fracture of linear dimension 1.0. The shadings are given in five levels from small 
aperture values (dark) to large ones (white). The dividing values correspond to the logarithm of 
apertures given by v- 0.85a. v- 0.25a, v + 0.25a and v + 0.850a. 
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Figure 5.2.2. Statistically generated apertures with a spatial correlation length of 0.4 in the plane 
of a single fracture of linear dimension 1.0. The shadings are given in five levels from small 
aperture values (dark) to large ones (white). The dividing values correspond to the logarithm of 
apertures given by v- 0.85a. v- 0.25a. v + 0.25a and v + 0.850a. 
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Figure 1. One realization of variable-aperture fracture. A typical 
tracer injection point (with injection flow rate q) is marked by "x." 
The top and right hand-side boundaries are closed, and the bottom 
and left hand-side boundaries are maintained at a constant pres
sure relative to the production well. [XBL 935-780] 

Figure 2. Flow paths in fracture 3 for a negligible injection flow 
rate. The injection points ('"x") are (15.15). ( 11.11). and (8.8). 
[XBL 935-781) 
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Figure 4. Tracer paths in fracture 3 for an injection flow rate of 
0.003Q and 0.03Q. Injection at (8.8). [XBL 935-783) 
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Figure 3. Bre:lkthrough curves for fracrure 3, for injection flow rates of 0.003Q, O.OlQ, 0.02Q, and 0.03Q. Injection 
at (8.8). [XBL 935· 782] 



Unfortunately, there is neither theoretical nor en1pirical evidence that the 

parallel plate analogy (cubic law) is in fact valid locally when apertures vary. 

This is especially true when the variability is randon1 and occurs on a n1ul

tiplicity of (correlation) scales, as we know is often the case in nature. Add

itional complications arise due to the fact . that fractures may be partially 

filled with porous material (Fig. A-1 R) and may have pern1eable walls. 

Even if the cubic law was locally valid, in practice it would be difficult if 

not in1possible to obtain the needed statistical inforn1ation about aperture 

variations within individual fractures. This has led n1any to abandon the 

cubic law and, instead of describing fracture hydraulic properties in tern1s 

of (constant or spatially varying) apertures, to describe then1 in tern1s of ) 
.. 

fracture transmissivities, T. Here T is defined such that the flux q per 

unit length of fracture, across its entire separation distance (aperture), is 

given by 

I q =- T Vh I 
The question still ren1a1ns how to detern1ine a single T, not to speak of a 

spatially varying T, for individual fractures. 

In fractures with large open1ngs, flow n1ay becon1e nonlinear (non-Darcian, 

in that the hydr~ulic gradient Vh is related to a power of the flux, qn ), or 

even turbulent (Figs. 2.8 and 2.9). The rougher the walls, the lower the 

Reynolds nun1ber (ratio between inertia and viscous resistance force) at 

which the linear Darcian regin1e fails. 
j~() 
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Fig. A-lR Illustration of 11 total 11 and ufree .. aperture. 
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\Ve define below the intrinsic pern1eability tensor k, and hydraulic conduc-

ity tensor K = pgj Jl k, as n1atrices (tensors) arising fron1 the product of 

vectors a (direction cosines of the fracture sets). We find that k and K are 

linearly related to the roughness coefficient f, density D, and aperture 

cubed b3 of each fracture sets. We show that k and K are symmetric 

regardless of the angles at which the fracture sets intersect. This implies 

further that there exist three orthogonal principal directions (even if the 

fracture sets are not orthogonal!) such that if Vh is applied along any of 

then1, q will point in the san1e direction. The n1ediun1 is hydraulically 

orthotropic (anisotropic with orthogonal principal directions). 

\fey's law takes the tensorial forn1 

I q =- KVh I 

or 

or 

;5'! 



If xH X2 , X3 are oriented parallel to the principal directions, then 

or 

Here K1, K2 , K3 are principal hydraulic conductivities (genera]ly not equal 

to K11 , K22 , K33). Hence if one knows 'the principal directions, one can sim

plify the n1athen1atics considerably by orienting his/her working coordinates 

(x1, X2, X 3) parallel to these directions. 

It has been shown by Snow (Water Resour. Res., 5(6), 1273-1289, 1969) that 

asimilar effective K tensor exists when the individual (ideal!) fractures have 

randon1 orientations, spacings, and apertures. 
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Assume: 

1. Porosity • ~ • 0 in blocks. 

2. No flow interference at 

intersections. 

3. Stokes' regime (low Re) 

holds under steady state. 
.. ..... 

' ,··/ ·.,' ·-,.:-· -
·. _ ' 

. " ' ,, 
-Vh (uniform~ imposed externally) 

Define for r-th fracture svstem: 

b "" constant fracture aperture 
r 

L = constant suacing of fractures 
r 

D .. 1/L .. constant fracture density 
r r 

• seeuage velocity vector 

• suecific flux vector 

~r • porosity 

m -= unit vector parall.el to projection of Vh along pl~es of fractures 
-r 



n • unit vector normal to fracture planes 
-r 

5 

Vh • hydraulic head graaient vector externally imposed on REV 

Then 

(average grad h) 

b D 
r r 

q a cfJ V • b D V ---r r -r r r -r 

Since b • constant 
r 

have 
v • velocity in individual -r fractures (equal to seepage 

velocity in r-th system) 
b 2 Y 

v = -f _r_ (V'h.-• m )m 
-r r '1.1 .. -r -r 

'
..S::I 

( p~. ~ ) !M -r _ r 

roughness coefficient (includes ~/12 for smooth fractures) 

br3y 
.9.. "" b D v "" -f -- D (Vh • m )m 

r rr-r '1.1 r -r-r -
Total-soecific flux over REV: 

N 
-.s. = r o = 

r=l-r 
~rf' 

vector sum 

Now 

T 
(Vh • m)~ • Vh - E_(n • Vh) • I Vh - n n Vh 

T 
• (I-~) V'h 

In indic:ial noearion this takes the form 

ah r -a- m.m. 
j xj J ~ 

ah =---
dXi 

ah r -~- n.n. 
• eX. J ~ 
J J 

• .S. • - y I: f b 3 D (I - n n T) 'Vh 
'1.1 f r r = -r 

/(/ 

= r ah o .. . ax. ~J 
J J 

/Qk.T 

ah r -~- n.n. . ex. J ~ 
J J 

ah = r (o .. - n. n. >-a -
j ~J ~ J xj 



; ,~~ -- ... 

6 

Denote 

k • .1: f b J D (I - n n T) = rr r= -r . ~ 

or 
kij • 1: f b 

3 
D ( cS - ninj ) r r r r ij 

ky l - s -...,=- Vh 

~ ll 

or kij Y oh 

~ qi ""-i: --
j ll oxj 

Darcy's law for fractured medium 

Define o.r = n • -r direction cosines of n rlth respect to Cartesian coordinat -r 

Then 

This is a 2nd rank symmetric tensor whose components depend on fracture 

density, orientation, aperture, and roughness. In other ~rds, ~ depends 

only on fracture geometry, not on fluid properties. 



~ .. . . . 

g et a!. (Water Resour. Res., 18(3), 645-658, 1982) and Long and Vlith

erspoon (Jour. Geophys. Res., 90(B4), 3087-3097, 1985) investigated the 

question under what condition can one define an effective pern1eability 

tensor for a network of ideal finite fractures in two-din1ensions. For this, 
J\ 

they generated two-din1ensional networks of fractures having random loca

tions, orientations, trace lengths and apertures. Fracture (center) locations 

were drawn randomly fron1 a Poisson distribution by specifying the density 

(nun1ber of fractures per unit area) for each set. Fracture orientation within 

each set ·was described by a normally distributed angle of rotation with res

pect to a reference line. Fracture trace lengths were taken to be distributed 

· 1 norn1ally or exponentially, apertures log norn1ally. Neither cross-corre-

on between the paran1eters nor spatial autocorrelation were built into the 

model except in one exan1ple were apertures were taken to be cross-corre

lated ·with trace lengths. Such a cross-correlation is not evident in the 

attached exan1ple data fron1 crystalline rocks at a road cut near Mirror Lake 

in New Han1pshire (Hsieh et a!., in Field Trip Guidebook for Northeastern 

United States, GSA Ann. Mtg., Boston, Oct. 25-28, 1993). 



FRACTURE PARAMETERS 

• Orientation 
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Figure 3-1. Superposition of Random Sets of Fractures 
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Next, Long et a!. isolated a sn1aller "flo· · region" fron1 the larger reg1on of 

generated fractures (Fig. 3-11) at various orientations (Fig. 7-6). They sub

jected each such flow region to prescribed head (¢) boundary conditions 

(Fig. 3-2) and con1puted, based on the cubic law, the total flow rate through 

the region. They then con1puted a directional permeability kd as the ratio 

between the externally in1posed head gradient and the con1puted flo·w rate 

across the flow region. 

As is illustrated on the next figure, an apparently "dense" network of frac

tures n1ay be poorly connected or not at all. This issue of connectivity has 

been studied forn1ally by percolation theorists. Long et a!. addressed it 

n1ainly by plotting 1 I j kd versus the direction of applied head gradient. 

Theoretically, if k is a syn1n1etric tensor with positive principal values k1 

and k2 (such a tensor is called positive-definite), the plot should delineate an 

ellipse with n1inor and n1ajor axes of length I I~ and I I Jkz· If k1 = k2 (the 

n1ediun1 is isotropic), the ellipse becon1es a circle. 

Fig. 6 shows that the con1puted directional pern1eabilities indeed fall on an 

ellipse when the fractures are of infinite extent. Otherwise, they n1ay or 

n1ay not fall on an ellipse or a circle, depending on the degree of intercon

nection between the fractures in the n1odeled flow region. Figs. 5, 4-3, and 

4-4 show the effects of fracture trace lengths and domain size on the beha

vior of I 1 JKd when no anisotropy is built into the network. Effective 

n1ediun1 behavior is observed only when a suficient nun1ber of sufficiently 

interconnected fractures are included in the flow region. 
~~~ . 
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Figure 3-11. Generation and Flow Regions for Network 3 
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Figure 7-6. Superimposed Flow Regions for the Underground 
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en the con1puted kd values are scattered, it is son1etin1es possible to 

define a corresponding theoretical ellipse by a least square fit (Fig. 5-l ). In 

Fig. 6, Long et al. plotted the norn1alized n1ean squared errors (NMSE) 

obtained fron1 such fits versus fracture length I for a network of size L. 

T he fit is seen to in1prove rapidly as I increases. However, the average 

value of k1 and k2 (as determined from the fitted ellipses) is seen to vary 
. 

continuously. Fig. 6 suggests that, though an effective k may exist for 2-D 

networks of finite ideal fractures, this effective k is smaller (as n1easured by 

the average of its principal values) than that corresponding to infinite frac-

tures. 

1g. 9 illustrates that when fracture trace lengths are cros·s-correlated with 

apertures, son1e highly pern1eable fractures (called superconductors by the 

authors) n1ay appear and don1inate the flow. 

T he ren1aining figures and table record an application of this n1ethod of ana

lysis to data fron1 the Underground Research Laboratory (URL) at the 

W hiteshell Nuclear Research Establishn1ent of Aton1ic Eneregy Canada Lim

ited (AECL) at Pinawa, Manitoba. 
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Table 7-1. Underground Research Laboratory Fr~cture Statistics 

Set 

1 
2 

Orientation 

Mean 
(Strike) 

Standard 
Deviation 

2.74 
2.34 

Mean 
(m) 

24.72 
25.0 

Length 
Standard 
Deviation Range 

(m) (m) 

26.9 5.~ 100.0 
26.9 2.0-112.0 

Density 
Number of fractures 

per unit length 
(m-1) 

0.100 
0.135 

Table 7-3. Aperture Data 

N Equivalent Aperture # of Frac-
# of K Single tures per 
Open Conduc- Fracture N Fractures Unit Length 

Zone Frac- ti vitr b ** b ** in the Zone 
Hole (m) tures cm/s- (~m) (~m) (m-1) 

URL-1 73.9-91.1 3 l.Sxlo-7 3.16xlo-3 2.19xlo-3 0.1744 
URL-1 108.6-115.6 12 4.0xlo-6 7 .OOxlo-3 3.06x1o-3 1. 714 
URL-2 45.0-55.2 7 . s.Oxlo-6 8.55xlo-3 4.47x1o-3 1.457 
URL-2 60.0-70.2 3 ~ 1. 5x1o-6 5.72x1o-3 3.97x1o-3 2.941 
URL-2 86.0-96.2 3 5.25x1o-7 4.0x1o-3 2.80x1o-3 2.941 
URL-2 105.0-115.2 1 2.0x1o-6 6. 29xlo-3 6.29x1o-3 0.0984 
URL-2 120.0-130.2 4 2.0x1o-6 1. 36xlo-2 8.55x1o-3 0.3921 
URL-2 130.0-140.2 2 6.0x1o-7 4. 22xlo-3 3.35x1o-3 0.1961 
URL-2 148.0-158.2 0 2.0x1o-7 - 0.0 
URL-3 61.0-64.5 2* l.Oxlo-8 7. 54xlo-4 5.98xlo-4 1. 75 
URL-3 116.0-120.5 4* 2.0x1o-7 2. 23xlo-3 1. 40xlo-3 0.8 
URL-4 2.36-62.84 9* not avail. 0.319 
URL-5 79.35-94.11 0* 2.6xlo-B 0.0 
URL-5 94.11-108.87 31 9.0xlo-5 2. 53xlo-2 8.06x1o-3 2.1 

*Estimated from fracture frequency graphs, T.V. log not available~ 

** b = /i<L 12~ 
3 N pg 

L = zone length 
N = number of fractures assumed to be conducting 

51 = 7.35x10-3 em 
SO = 6.89xl0- 3 em 

bA = 5.54x1o-3 em 

SO = 2.67xl0-3 em 



' Table 7-5. Input and Output Aperture Statistics for the Underground Research Laboratory Models 

Coefficient of Observed Aperture 
Length and Correlation in Input Aperture Statistics in the 

Model Aperture In~ut Correlation Parameters the Generation Statistics Generation Region 
Set Correlaqon Y-Intercept Slope SDb(R.) Region b SDb b SDb 

A Yes 
1 -.06 .OJ .01 .5461 - - .0388 .0135 
2 -.06 .03 .01 .6340 - - .0369 .0153 

B1 
---~- Yes 

1 -.036 .019 .001 .8283 - - .0262 • 00596 
2 -.036 .019 .001 • 8215 . - - .0255 .oG;;~ 

...._ 
B2 Yes 

~ 1 -.036 .019 .01 .3886 - - .0269 I .0115 
2 -.036 .019 .01 .5011 - - .0253 .0123 

B3 Yes 
1 -.036 .019 .04 .084 t! ... ~ ~ . ' . • 0343 .0337 _ , ;r-.- , _ ! 

2 -.036 .019 .04 .1656 r 
~- ~ 

.0312 ' .0318 

c Yes 
1 -.01 .005 .001 .6937 - - .00643 .00182 
2 -.01 .005 .001 .7392 .00616 • 00217 

D No 
1 - - - - .026 .0065 .027 .007· 
2 - - - - .026 .0065 .026 .006 

E No 
1 - - - - .02 .04 .024 .050 
2 - - - - .02 .04 .019 .029 

('\ 
·--J 
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Table 7-6. Permeability Results for the Underground Research 
Laboratory Data 

.. Princical Permeabi 1 it i es (cm/s) Princical Directions 
Model Rf R2 e1 ez NMSE 

A 7.61 X 10-4 4.26 X 10-4 -9.5 -80.5 0.044 
B1 2.09 X 10-1 1.32 X 10-4 -9.5 -80.5 0.041 
B2 2.40 X 10-4 1.31 x 1o-4 -8.3 81.6 0.051 
B3 8.25 X 10-4 2.05 X 10-4 -4.7 85.3 1. 727 
c 3.38 X 10-6 1.98 X ·10-6 -10.0 80.1 0.041 
D 8.17 X 10-5 5.13 X 10-5 -6.8 83.2 0.046 
E 3.55 X 10-5 2.51 x 1o-5 -24.6 65.4 1. 317 



Endo et a!. (\Vater Resour. Res., 20(10), 1390-1400) extended the prev1ous 

2-D fracture network n1odeling approach to investigate directional effects on 

effective (kinematic) porosity during solute transport. They defined effec

tive porosity as the ratio between water flux (specific discharge, computed 

by means of the cubic law) and average ·linear velocity (computed from 

travel tin1es). Fig. 4 shows that the kinematic porosity in an ideal fracture 

network n1ay exhibit directional effects. 
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Other network n1odels of ideal fractures have been proposed in the litera- (-

ture. Most of those n1entioned below are described by Dershowitz et a!. 

(441-448, IAH Men1. XVII, Hydrogeology of Rocks of Low Pern1eability, 

Tucson Congr., 1985; SKB Stripa Project TR 91-16 and 91-23). · Dershowitz 

and his colleagues have in1plemented some of these in a con1n1ercially avail

able product called FracMan (as of January 1994, Golder Associates have 

been n1aking FracMan version. 2.306 available for $250). 

( ) 

/92. 



Fracture network "generation" schemes: 

(1) orthogonal network (2 or 3 dimensions) 

.. (2) . statistical network generation (2 dimensions) 

(3) random disk models (3 dimensions) 

- Baecher model 

- Enhanced B aecher model 

- Levy-Lee (fractal) model 

-Nearest Neighbour model 

- War Zone model 

( 4) fractal network generation (2 or 3 dimensions) 
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(a) 

(b) 

Comparison of (a) the general Baecher model with (b) the Enhanced Baecher model. 
' : J9j . 



y 

ti_x 

Figure 5-2. A three-dimensional picture of the connective fractures 
in a realization where in a) the mean fracture radius p. 
is 1.39 m and in b) the mean fracture radius p. is 2.26 
m. 
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(a) I lm I (b) 

Fracture trace maps (a) of the Stripa TSE drirt and (b) simulated from 
TSE drift data using the Enhanced Baecner model. Both maps are 4.5m x 4.5m, 
with mine North upward. 
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Figure 3. Dershowitz Polygon Fraccure Concepcual Model . 
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1. Generate Poisson 
Plane Process. 
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2. Poisson Plane 
Intersections 
Define Polygons. 

Fic;ur. 4, Nev Rock l'ractun Model. 
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Rock. 

Veneziano Model: Intersection 
IntensitY Reduced bY Joint 

CoPionorltY 
New l'tldel: Intersection Intensity 
Increased by Tesmlnotlon of 
Joints at Intersections 

Fiqur. 5. Haw Rock Fractun Modal in '!'race Plana. 

Figura 6. Fractura Intar .. ction and '-rmlnation, Fairviav Valley Formation , California. 

;<oo 



Fiqure 7. Polygonal Jointing, Butta Valley Foraation, Cali fornia. 
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.. 3-D geometry of the Nearest Neighbor model. . 
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0 0 
~0 

(a) 

(b) 

War Zone model (a) identification of war zones between close. subparallel 
fractures, and (b) 3-0 geometry . 
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Self-similarity, Fractals, and Fractal Dimension 

Consider the Koch curve -

In each generation of the curve, each segment is 
divided into three equal segments, with the old 
segment being replaced by a structure of four equal 
segments. Thus, the total length of the 'curve in each 
ge~eration is 4/3 times longer than that of the previous 
generation. 

Examine this curve with a magnifying glass. At each 
length scale, the section of curve looks the same. The 
Koch curve is therefore self-similar. 

What is the length of the Koch curve? Infinite! 

This is in contrast to simple division of a line by 
various unit lengths. If a segment is divided into n 
equal segments, the number of -new segments, M, is 
M = n. Similarly, for a square, M = n2

• · 

Euclidean dimension: d = 1 ,2,3. 

· Dimension for the Koch curve is D = log(4)1log(3) = 
1.26 

This is a curve with non-inte1!er dimensionalitv! 

"Exact fractal" with fractal dimension D. 



levei=O 

level=l 

level=2 

level=3 

level=7 

KOCH curve 

Coaatru.ctiGG oC the Koch. Cune. 

The Koch island is an .example of self-similar boundary fractals. 
~" ~.... . 



Objects are "fractal", or have "fractal dimension", if 
they obey scaling laws: 

area, volume, mass ;_ length0 

where D is different from the Euclidean (integer) 
dimension of the space in which the object is 
embedded. 

Fractal Dimension -

Generalize the dimensionality of a system: 

D = log(M) I log(n) 

Note: fractal dimension is confined within the two 
relevant Euclidean dimensions of the system, 1 < D < 
2. Similarly, in three-dimensional systems, D < 3. 

~06 



{a) 

Fractal Dimension 0•2.5 

(b) 

Fractaf Dimension 0•1.5 

Examples of fracture cfusters produced by 1he Levy-Lee model for (a) 
fractaJ dimension 0 - 2.5 and (b) fractaJ dimension 0 • 1.5. 



Network n1odels of ideal fractures, whether analytical or nun1erical, typically 

treat each fracture as a hon1ogeneous plane of known location, shape, size, 

orientation, and hydraulic as well as transport properties. Hydraulically, 

each fracture is characterized either by the cubic law based on a constant 

aperture and sn1ooth walls, or by a constant transn1issivity. A basic premise 

behind the fracture network n1odeling approach is that data can be n1ade 

available in practice to render the generated network geon1etries representa

tive of those found in real rocks. The use of such networks to n1odel flow 

and transport based on the cubic law is underlain by the additional pren1ise 

that fracture network geon1etry is related in a known way to the hydraulic 

and transport properties of the rock. 

Only lin1ited data can be collected in practice to represent fracture geon1etry, 

hence the first pren1ise n1ay not generally hold. More in1portantly, we know 

today that the cubic law is generally not valid in natural fractures except, at 

best, locally. Such fractures tend to be internally heterogeneous, hence it 

n1ay be inappropriate to represent them as hon1ogeneous planes, either by 

n1eans of a uniforn1 aperture or by n1eans of uniforn1 porosity and transmis

sivity values. 



Physical and Hydrologic-Flow 
Properties of Fractures 

Field Trip Guidebook T3 8 5 

Leaders: 
Christopher C. Barton and Paul A. Hsieh 

Las Vegas, Nevada - Zion Canyon, Utah -
Grand Canyon, Arizona - Yucca Mountain, Nevada 

July ~0-24, 1989 
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FIGURE 9. Fractal plot for fracture networks mapped on pavements 100,200,300, and 
1000, and for the fault network mapped by Scott and Bonk (1985) at Yucca Mountain, 
Nevada. 
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FIGURE 8. Ternary diagram of percentages of 
fracture intersections and terminations for 
pavements 100, 200, and 300 at Stop 5-1, and 
pavement 1000 at Stop 5-2, Yucca Mountain, 
Nevada. 
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FIGURE 10. Log-log plot of frequency of inverse aperture for pavements 100, 200, 300, 
and 1000. 
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EXPLANATION 

---- __ -. • • • Open joint with tubular structures, dashed where inferred, 

dotted where healed. 

-==--- --- ····· Open fracture or fault without tubular structures, 
dashed where inferred, dotted where weathered; 

arrows showing direction of displacement on faults. 

11111111111111111111111111111 

....................................... 

.......................................... ··- ............... ... 

• 

Intense swarming of fractures less than 20cm long. 

Shallow dipping joint or fracture surface . 

Black hole . 

Vapor-phase silica mineralization along joint or fracture. 

Calcrete in joint, fracture, or fault zone . 

Pavement boundary. 

/ \ Fracture serving as part of pavement boundary. 
I \ 

I \ 

8 True-north arrow 

FIGURE 15. Continued 
.. 
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FIGURE 16. Fracture-trace map of pavement 200, Stop 5-1, Yucca Mountain, Nevada. 
(Explanation shown on fig. 15) 
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FIGURE 17. Fracture-trace map of pavement 300, Stop 5-l, Yucca Mountain, Nevada. 
(Explanation shown on fig. 15) 
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-- FIGURE 18. Fracture-trace map of pavement lOOO, Stop S-2, Yucca Mountain, Nevada. (Explanation shown on fig. 15) .::( 17 
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One way to check whether or not fracture geon1etry is a good indicator of 0 
hydraulic behavior is to exan1ine how well does n1easured pern1eability cor

relate with observed fracture density. The following data fron1 granites at 

various sites in Sweden (Magnusson and Duran, Geoexploration, 22, 

169-186, 1984) including Stripa (Gale et a!~, SKB Stripa Project TR 87-15, 

1987), the Oracle site in Arizona (Neun1an et a!., 289-300, IAH Men1. XVII, 

Hydrogeology of Rocks of Low Permeability, Tucson Congr., 1985), the 

Fanay-Augeres site in France (Kestner, M.S. thesis, Univ Arizona, Tucson, 

1993), and Chalk River in Canada (Raven et a!., 72-86, IAH Men1., ibid) 

show virtually no such correlation; the san1e has been observed in other 

rock types. Measuren1ents of inflow into the so-called 3-D drift at Stripa ( 

(Neretnieks et a!., 195-236, Hydrogeology of Low Pern1eability 

Environn1ents, Verlag Heinz Heise, Hannover, Gern1any, 1990) show a n1uch 

better correlation ·with the density of fracture intersections than with that of 

fracture trace lengths. This suggests the possibility of preferential flow 

(channeling) along fracture intersections. 

Collectively, these data through into senous question the premise that 

fracture geometry is a good indicator of hydraulic behavior. Hence they 

raise a serious question about the utility of fracture network models 

such as those described earlier as tools for the modeling of flow and trans

port in real fractured rocks. 
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Fig. 2. Mapped fractures along the core and observed fractures along the borehole wall. 
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Fig. 6. Mapped coated fractures along the core, the tested transmissive 2-m sections along 
the borehole (dark shaded) and the estimated resistivity along the borehole (solid lines). 
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F6 

Fig. 3. The experimental gallery at Fanay-Augeres showing the lo
cation and relative orientation of the boreholes. 
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FIG. 2 : FRACTURE DENSITY VS. HYDRAUUC CONDUCTIVITY 
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Standard geophysical logs, lithology logs from chip samples, acoustic televiewer fracture 

logs and rock mass permeability data, Kerm• for a section of borehole FS-10 intersecting 
high-pe~rmeability fracture zone No. 1 at 42 m depth. 
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FANAY-AUGERES 

Cacas eta!., Water Resour. Res., 26(3), 479-489, 1990 

T his is an active uraniun1 n1ine in granite near Limoge, central France. The 

study ·was conducted in a 100 n1 drift at a depth of 150 m. Ten 50 n1 bore

holes have been drilled radially from the drift in three vertical planes at dis

tances 25.9 n1 and 23.7 n1 fron1 each other (Fig. 1). Fractures were n1apped 

in the .drift and observed in borehole cores. Water was injected into 180 

packed-off chan1bers of length 2.5 n1 and diameter 7.6 cn1 at 10 MPa. Simi

lar injection tests were conducted in 50 chambers of length 10 n1, and 10 

chan1bers of length 50 n1. Head was n1onitored in 68 chambers of length 5 

~ ')r over 400 days, fron1 2-2-1985 to 3-3-1986. A near horizontal water 

e (p = 0) was found above the drift. 

T he authors' objective was to detern1ine an effective hydraulic conductivity 

Kefor a hypothetical "global" REV (Representative Elen1entary Volun1e) 

spanning all boreholes. They disn1issed continuun1 n1odels as being unable 

to account properly for the available sn1all-scale data which are affected by 

discontinuities. They did postulate EPM (Effective Porous Mediun1) beha-

vior on an "intern1ediate scale" of rock volun1es n1easuring 10 n1 across. To 

obtain effective K values for such volun1es, they en1ployed a 3-D fracture 

network of circular disks. The n1idpoints of disk intersections were con~ 

R': ted by straight lines along which the flow was assun1ed to be one-dinlen

sional (rationalized by the need to account for channels). 
,1_J) 



Each 1-D link in the network was assigned a "hydraulic conductivity" 

(actually flow rate, volun1e per tin1e) drawn randon1ly fron1 a log norn1al 

distribution. The authors generated 200 networks, sin1ulated a sn1all-scale 

injection test through each, then adjusted the mean and variance of the 

"hydraulic conductivities" so as to match the frequency distributions of the 

sin1ulated and measured injection rates. 

Next, they sin1ulated flow between two parallel constant head boundaries 

across 17 of the 200 networks in various directions. They found only 

n1inor directional effects and concluded that the 10 n1 volun1es can be consi

dered isotropic. At the end of this exercise, the authors had at their dispo

sal 17 scalar values of effective K on the 10 m scale, corresponding to the 17 
·• 

networks. They later studied the statistics of these "intern1ediate-scale" 

effective k values and used them to simulate "global" flow into the drift by 

n1eans of a continuun1 n1odel, and to derive fron1 this a "global" Ke (the 

details will be discussed later). 

·, 
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Figure 4. The "Channeling" phenomena in the fracture planes 

.. 

Figure 5. Modelling of the flow in the disc network 
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Fig. 7. Simulation domain used for investigating the model aniso
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Fig. 8. Permeability as a function of the rotation angle of of the 
limits (three realizations). 
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Fig. 9. Arithmetic mean of the 17 permeability ellipses . 



STRIP A SITE CHARACTERIZATION 

AND VALIDATION (SCV) 

SKB Annual Report 1992, SKB ·stripa Project TR 92-46, 1993 

The international Stripa project was conducted in three phases between 1980 

and 1992. The n1ine, active since the 15th Century, is now closed and in 

the process of being flooded due to groundwater recovery. All experin1ents 

\vere conducted in underground openings below the water table. The SCV 

experin1ents were conducted during 1986 - 1992 as part of Phase III in an 

undisturbed block of granite n1easuring 125m x 150m x 50m:::: 106 n13
• The 

experin1ents, including developn1ent of conceptual, network, flow and trans

port n1odels, took place in stages (Table 24-3). At each stage, the models 

would be calibrated against inforn1ation available at that stage, then used to 

predict conditions (icluding flow and transport) expected · to develop at the 

next stage. Con1paring these predictions with actual observations would 

either "validate" or invalidate the corresponding n1odels. 
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Table 24-3. Experiments conducted at the SCV site in support of the model validation activities in Phase 3. 

Experiment 

"First" simulated drift 
experiment 

"Second .. simulated 
drift experiment 

Fracture distribution 
·in the Validation Drift 

Validation Drift 
experiment 

"First" radar/saline 
tracer experiment 

"Second .. radar/saline 
tracer experiment 

Tracer migration 
experiment 

Monito.r;ing of ground
water head 

Measurements 

Rate and distribution of ground
. water inflow to the array of six 
100m long boreholes 

Rate and distribution of groun~
water inflow to the remaining 
SO m long D boreholes after 
construction of the 50 m long 
Validation Drift 

Mapping of the fractures in the 
roof. floor. and walls of the 
Validation Drift 

Rate and distribution of ground
water inflow 

Collection of saline tracer in 
the D boreholes from injections 
in the H zone, before construc
tion of the Validation Drift 

Collection of saline tracer in the 
Validation Drift from injections 
in the H zone 

Collection of dye and metal
complex tracers in the 
Validation Drift and in a bore
hole from injections in the H 
zone and the "good" rock 

Distribution of groundwater 
heads within and around the 
SCV site during (i) construc
tion of the Validation Drift. 
(ii) implementation of the 
validation experiments. and 
(iii) dr.lining of the Tl borehole 

Purpose 

Comparison with predictions by 
equivalent porous media and 
fracture flow models 

Comparison with predictions by 
equivalent porous media and 
fracrure flow models, including 
effects of drift excavation 

Comparison with stochastic 
predictions of fracture patterns 
by fracture network models 

Comparison with predictions by 
equivalent porous media and 
fracture flow models 

Design of the tracer migration 
test; calibration of the equivalent 
porous media and fracture flow 
transport models 

Design of the tracer migration 
test; comparison with predictions 
by equivalent porous media and 
fracrure flow transport models; 
evaluation of effects of drift 
excavation 

Comparison with predictions by 
equivalent porous media and 
fracture flow transport models 

Comparison with predictions by 
equivalent porous media and 
fracrure flow models 



Fractures at the SCV site appear to forn1 a well-connected network. They 

tend to concentrate along fracture zones recognized by their geophysical sig

natures and elevated pern1eabilities (see Figs. 3-2 through 3-13 fron1 Olson 

et a!., SKB Stripa Project TR 89-03, 1989). The fracture zones (3 - ·g n1 
. 

·wide), and surrounding fractured rock n1ass, appear to be internally hetero-

geneous (note patchy nature of geophysical ton1ogran1s, and variability of 

n1easured pern1eabilities, in these figures). The distinction between then1 is 

n1ade partly on the basis of a con1posite "fracture zone index" (Fig. 24-11) 

derived fron1 single hole data including norn1al resistivity, sonic velocity, 

pern1eability, fracture frequency, and the occurence of single-hole radar ref

lectors. The final n1odel is shown in Figs. 24-12. Zones A, B and H are 

thought to connect to the surface due ~o their high observed head. Zones I, ) 

Kand M are considered to be n1inor. 

) 
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The Sin1ulated Drift Experin1ent concerned measuren1ent and prediction of 

flow rates into the 100 n1 D-array of six parallel holes (along which the 50 

n1SCV drift was eventually excavated). Hodgkinson (SKB Stripa Project TR 

91-10, 1991) con1pared the n1easured inflow·rates with those con1puted inde

pendently by three n1odeling groups (AEA Harwell, Golder-2, LBL, Fig. 3-1, 
. 

Table 6-2; Golder-1 is an earlier, less fully calibrated version). As will be 

seen below, all of these three n1odels represent the fracture zones as discrete 

slabs, and n1ake various atten1pts to represent individual fractures in these 

zones and in the surrounding rock (except LBL) as discrete entities. We 

shall therefore refer to then1 as discontinuum models. A radial EPM , 

(Effective Porous Medium, or continuum) flow model by Taivassalo 

(Finland, unpublished, 1990) gave a n1ean inflow rate of 2.3 lit/n1in and a 

range of 0.4 - 7.0 lit/n1in, which compares favorably with predictions 

obtained from the much more complex and data intensive discrete 

models. Only the AEA Harwell n1odel predicted with reasonable accuracy 

the spatial distribution of inflows along the I 00 n1 long D-array; as we shall 

see, this n1odel con1bines discrete fracture n1odeling with a stochastic contin-

uun1 representation. 
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Table 6-1: Measured flow rates into 
the total lengths of 
individual D-holes 

Hole Percentage of Flow 

D1 
D2 
D3 
D4 
D5 
D6 

mean 

3.0 
19.7 
9.0 

21.5 
18.3 
28.3 

range 

1.1 - 5.6 
18.8- 21.3 

0- 13.7 
17.7- 23.6 
15.8 - 21.3 
25.5- 33.3 

Table 6-2: Comparison of measured 
and predicted total inflows 

Measurement 
AEA Harwell 
Golder-1 
Golder-2 
LBL 

to the D-hole array 

Mean Inflow 
(litres/min) 

1.71 
1.45 

0.055 
1.5 
3.1 

Range 
(litres/min) 

1.67 - 1.75 . ~' #Jl n.+nm}-., 

0.36 - 5.80 ~ !J.V'""V • 

0.001 - 0.156 
0.5 ·- 95 
0.0- 7.7 



j J. 24-17 (S~B TR 92-46) con1pares predictions of water flow rate into the 

Validation Drift n1ade by n1eans of the above three discontinuun1 n1odels, 
li 

and an EPM n1odel developed by Fracflow of Canada. All four n1odels 

overpredict the inflow rate; this is attributed to alteration of rock properties 

in the immediate vicinity of the drift, and· the presence of air bubbles in 
. . 

fractures (two-phase flnw) n~~r the opening. This notwithstanding, the rel

atively simple EPM flow model again compares favorably with the 

much more complex and data intensive fracture network models. V·le 

will see later that the san1e is true for transport. 
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. .. 1e AEA Harwell n1odel (Herbert and Splawski, SKB Stripa Project TR 

-14, 1990) relies on a 3-D discontinuun1 flow and transport code 

(NAPSAC) and a 3-D continun1n1 code (NAMMU). The group first used 

networks of polygonal fractures to con1pute effective pern1eability tensors for 

12.5 n1 sided cubes of averagely fractured. rock (Fig. 4.5) and 7 m sided 

cubes of rock within the n1ajor H zone (Fig. 4.12). Each fracture was 

assigned a randon1 uniforn1 t.ransn1issivity. Only about 40% of the n1ost 

pern1eable fractures were included. Fig. 7.1 sho·ws how the con1puted effec

tive pern1eability con1ponents of the average rock vary with cube size; this 

was used later to assign k to cubes of variable size. A nun1ber of randon1 

,. '.cture networks were generated and the corresponding frequency distribu-
. 

of effective k tensors was recorded. 

T hen, in the in1n1ediate vicinity of the D-holes (Figs. 7 .2) and the validation 

drift (Fig 7 .5), flow through the average rock was con1puted by means of a 

network n1odel. Elsewhere, the average rock and fracture zones were n1od

eled as a stochastic continuun1 (Fig. 7.10) n1ade of blocks, each of which had 

been assigned an effective pern1eability tensor drawn at rapdon1 fron1 the 

frequency distribution generated earlier by n1eans of fracture networks. 

?t61 



Figure 4.5 Realisation of 12.5 m sided cube of averagely fractured rock 
network. _j 



Figure 4.12 Realisation of 7 m sided cube ofH-zone network. 
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Figure 7.2 Averagely fractured rock network geometry for SDE 
predictions (10% of fractures shown). 

Figure 7.5 Averagely fractured rock network geometry for Validation 

Drift inflow predictions (10% of fractures shown). 

P-71 
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~ 

8-zonE" 

A-zonE" 

Figure 7.10 Stochastic continuum finite- element model of the S.C.V. site. Fracture zone elements 
are shown in relation to the boreholes through the S.C.V. region. Elements representing 
averagely fractured rock have been removed from this figure. ' 
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the LBL n1odel (Fig. 5-l, SKB TR 92-46) the averagely ·fractured rock 

~ taken to be in1pern1eable. Each fracture zone was represented by a 

plane ·with a superin1posed rectangular array of equally conductive channels, 

using the CHANGE code. The corresponding 3-D flow n1odel (TRINET 

code) was calibrated against (synthetically generated) steady state head data 

by ·elin1inating channels via simulated annealing. This leads to a nonun

iq ue result such as that in Fig. 2. (Long, 119-126, LBL Ann. Rep. 1992, 

Earth Sci. Div., 1993). The conductance was calibrated against n1easured 

flo\vs into the N and 'V borehole arrays. Annealing had little effect on the 

flow predictions. 

n1atch the n1easured drift inflow, :it was eventually found necessary to 

reduce the pern1eability within 5 n1 of its vicinity by a factor of 40. The 

prin1ary reason is now believed to be degassing as the pressure of the water 

drops to atn1ospheric near the drift walls. This n1akes an1ply clear that 

observations of flow and transport into underground openings may 

provide a grossly distorted picture of how these phenomena take place 

in the intact rock away from the opening. 

273 



Figure 5-l: The LBL hydrological zone model shown in per
spective from the North-West looking down. Gridding on the 
planes represents the hydraulic conductors of the template used 
for annealing. . 

.. 

2-D C1-2 annealed mesh 
(Dead-end elements dotted) 

11 

Figure 2. The configuration pf the 2-D H-zone model that re
sulted from annealing to the C1-2 data. [XBL 911.0-2207] :l7tj 



T he Golder n1odel relies on circular fractures, each having a uniforn1 T, to 

... .__present flow and transport both within the fracture zones and within the 

rrounding "average" rock. A denser network is used within a distance of 

10 n1 fron1 the drift than elsewhere. The following figures (SKB TR 91-16 

and 92-46) provide self -explanatory details about the n1odeling approach and 

the corresponding codes. 
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Table 2-1. Data Sources for Validation Draft Modelling 

Fracture Orientation 

Fracture Size 

Fracture Conceptual Model 

Fracture Zone Conceptual 
Model 

Crosshole Hydrologic 
Response 

Simulated Drift Experiment 

' I 

200m 
I 

I 

I 
_y_ ' 

I 

~200m 

Source of Information Methods of Analysis 

Gale et al (1990) ISIS, Bootstrap 
Gale and MacLoed (1991) 

Gale et al (1990) Frac Size 
Gale and MacLoed (1991) 

Uchida (1990) 

Black et al (1991) 

Black et al (1991) 

Holmes et al (1990) 

Dershowitz et al (1989) 

Geophysics 

MAFIC Transient Flow 
Modelling 

MAFIC Steady State Flow 
Modelling 

H zone 

Coarse stochastic fractures 
within deterministic fracture 
zones. 

Detailed inner-model region witr 
stochastic non-fracture zone 
fractures. 

Detailed inner-model region witr 
stochastic fractures within 
deterministic fracture zones. 

Figure 24-IS. Discrete fracture network model of the SCV site /24-141. 

This discrete fracture network model, developed by the Golder Associates rnotklling group, encompasses the entire SCV 
sire. 
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FIGURE 1-5 
FRACTURE ZONE 

CONCEPTUAL MODEL:; 



Potential war 
zone volume 

Vw 

0 
~ angle between fractures 

Overlap area Aw 

Overlap coefficient WL = 2Aw/(A1 + A2) 
Closeness coefficient We= max(O, 1 - VwAw·1.5t..Ji) 
Parallelness coefficient Wp = cos2 «Pw 

War zones are identified when CLWL + CcWc + CpWc ~ 3 
CL, Cc and Cp are empirical weighting factors 

War zone strength is the fracture intensity inside identified 
war zones relative to the intensity outside war zone;; 

FIGURE 2•3 
;/.'(2- WAR-ZONE GEOLOGIC CONCEPTUAL MODEL 



Packer Tests 
on Fixed-Length 
Intervals 
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Distribution of Packer 
Interval Transmissivity 

Packer Interval Transmissivity 

Percentage of lmervals 
with no measurable flow 

Distribution of number of 
conductive fractures nc 
for Poisson rate 1c and 
packer intervaJ length Lp 

fn <ncl ·¥ n e·<l.clpl 

Clstrtbutlon of packer Interval 
transmissivity = distribution of 
compound poisson process of 
sum of fracture transmissivlties 

nc 
for. (Ti) • 1I T,. (I Tip 

I IJ j•1 

Best fit optimization of 
distribution of fracture transmissivity 
and conductive fracture frequency .A.c 
to distribution of packer Interval 
transmissivity 

FIGURE 2-10 
OXFILET DERIVATION OF 
CONDUCTIVE FRACTURE 

INTENSITY AND TRANSMISSIVITY_ 



a) Packer Test Controlled by Single Fracture 

b) Packer Test Controlled by Fracture Network 

a) Packer Test Controlled by Local Fracture Roughness 

FIGURE 2-11 
ALTERNATIVE INTERPRETATIONS 

~~. OF PACKER TEST RESULTS 
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Table 2-5 Stripa Site Termination Statistics 

Number of P[T1 IT] P[T1IF1 
Fractures 

Pre-Stripa 3 Trace Maps (Dershowitz 3950 58 Not Calculated 
et al., 1989) 

Stripa Phase 3. Non-Fracture Zone 7493 442 61.2 
Trace Maps 

Fracture Zone 3011 74.9 86.1 

P[T1 IT] is the probability of termination at a fracture intersection for any given fracture 
termination. 

P[T1 IF] is the probability that at least one end of fracture will terminate at a fracture 
intersection. 

Table Z-12 Reduction in Fracture Intensity by Truncation of Distributions 

Intensity P u. Truncated Puanuge Truncated Perc.enuge of Intensity P Do Approx. 
R.tdiu. Range ofFnctura Tnns- Fractures modelled with Number of 

Out:tide miuivity outside Truncated Fnctures 
truncation Range truncation Distribution Modelled 

limits limits (deuil 
model 
rtgion) 

Non·Fracture 1.003 m·' 1.25 m to 25m 35.3 ~(by 1o-a to 1 63.9% 0.2343 m·' 3000 
Zone ~ area) m2/s 

Fracture Zone 4.518 m·' 1m to 25m 37.6 ~(by 1o-a to 1 79.8% 0.0979 m·' 6000 
area) m2/s 



,.__ ___ Hydrologic H-Zone---• 

Geometric H-Zone 

Geometric H-Zone is location of fracture zone 
statistics in detailed model region. 

Hydrologic H-Zone is zone of higher flux as seen in drift. -
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FIGURE 3•6 
PATIERN OF INFLOW TO 
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Table 3-4 Condensed Comparison of Predictions to Measurements 

Prediction Measured Value 

D-1: Drift Inflow 0.12 Vm maximum 0.1 liter/minute 
likelihood 
range 0.06 to 0.8 

D-2: Fracture Zone 95-99 % of flow to H- 97% ± 2% of flow to H-
Inflow Zone zone 

D-3: Non-Zone Inflow 0.0016 + 0.0034 Vm 0.003 liter/minute (0.001 to 
and Pattern (Figure 2-23) ··o.006 liters/minute) 

D-4: Fracture Geometry Figures 3-13 through 3-15 

S-1: Head Response to Figures 3-16 and 3-17 
Drift Construction 

S-2: Head Response to Figure 3-18 and 3-19 
Opening T-1 

S-3: Inflow to D- 1.26 ± 0.98 Vm total 0.56±0.25 liters/minute total 
Boreholes 95.7% + 8.1% 95% from B-Zone 

from B-Zone Non B-Zone 0.047 ± 0.05 
0.09 ± 0.21 Vm 
from non-B Zone 



Simulated Trace Planes 

Field Trace Planes 

.. 

Left Wall 

Ceiling 

Right Wall 

Floor 

~: 

(Alter Gale and MacLeod, 1991) 

Trace maps are wrapped aound drift 
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FIGURE 3•13 
SIMULATED FRACTURE 

TRACEPLANES IN SCV DRIFT 
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Histogram of simulated trace lengths in SCV Drift 
(One FracMan Simulation, SOm drift length) 

Mean= 1.15 ± .842m 

Trace Length (m) 

Histogram of Trace Length Measurements in 
SCV Drift (after Bursey et al., 1991) 
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FRACTURE FLOW MODELLING: APPLICATION OF AUTOMATIC 
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ABSTRACT 

"Within the framework of the international project HYDROCOIN, a block of 

fractured monzonitic gneiss within the facilities of Chalk River National Laboratories, 

Canada, was selected as a test case to study and develop strategies for the calibration 

and validation of groundwater :fiow models. Adopting a quasi-three dimensional 

formulation, the fractures were simulated by two-dimensional finite elements and 

the ro<;k mass was simulated by strings of line elements. Model calibration involved 

both identiiication of model parameters and model structure. . Model parameters 

were obtained by automatic estimation based on measures of the model response 

and prior information about the model parameters. Excellent agreement between 

measured and computed heads was obtained. Model Structure Identiiication Criteria 

were used to rank tb.e ~performance of several model structures. Validation runs 

were performed on data corresponding to interference pump tests different from the 

ones used for calibration. Tb.e prediction errors in these runs were relatively small 

and consistent with. tb.e calibration uncertainty. Furthermore, tb.e ranking of tb.e 
. . 

models performances during validation runs was the same as tb.e one obtained at the 

calibration stage, using Model Structure Identiiication Criteria. 
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INTitODUCTION .. 
Fracture flow ha1 been the focu1 o( an impre11ive amount of work In recent yean. 

As a result, variou1 approache• have been developed and le1led. Basically, (our ap

proaclaes are currently available for the 1imulalion of flow and 1olule lrau1porl in 

fractured roch, each corre1ponding to a different conceptualization of llae medium. 

The first, classical approach view• the medium a1 a continuum in which Darcy'• 

law is valid and flow and transport can be repre1enled by the ch•uical diffusion and 

aulveclion·dispenion equalionl. While thi1 approach •uffenleverallcvere conceptual 

<lrawLach, it is 1lill n1ed to 1ome extent becau1e o( i11 1lmpliclly and expediency 

(Goblet and De Maraily, I 086; Sahuqnillo el al., I 086). Some of 1lae1e drawbacl<1 can 

often Le overcome by postulating a double poro•lly •lructure In which the medium 

i• treated as the 1uperpoaition of tho interacting continua: one repreoenling the frac

tures and another one rcJ>rclenling the matrix bloch In between. 

The second approach views the rock matrix u lmprevlouo, oo that ftow lallea 

piKce only in the fraclurel. The dilficulty or thll approach lo not IO much oolving the 

flow ami 10lule lraauporl equaliono al defining the seomelry o( I he fracture network . 

Application~ to real oilualion1 are ocarce (Cacu et al., 1089; Dvenlorp and Auden-

.-..., sou, 1989) and have only mel a limited •ucceu. 

The third approach is a combination of the flrollwo oneo. II conoi•h of explicitly 

moddlins major fractures and fractured 1oneo, while lrealins minor fracture• and 

the rock matrix in between u a continuum. The moll oucceoful appllcaliouo of the 

concept have been limited to fluid flow (Kimmeier et al., 19811; Carrera and lleredia, 

1988). llowever there i1 no fundamental limitation for the exlen1lon to oolulo trans

pori. The main conceptual difficullieo are 1lmilar to lho1e of continuum modelo and 

include the definition of appropriate equivalent hydraulic paramelen. Specifically, 

representing that mo•t of the rock mau cannot acceued by tlae oolule becomes a 

crucial iuue when modelling 1olule tran•porl and, 1pecially, chemlcallnleraclloau. 

The last approach to Le diocuued here io tho channelins nelwo~k concept. II Ia 

l.ued on the idea ihat moll of the mau flux lakea place through a relatively omllll 

portion of the fracture plllnc (Nerelnieh, 1083). While lhi1 concept l1 receiving an 

increased alleulion (Nerelnieh, 1987; Bourke, 1987), application• 10 far have been 

made: willa <lemonstraliou puq>osel in mind, without pulling a 1lrong emphasis on 

prc:<liclive capal>ililies. 

While some of these approache• have led to improved understanding of how 

fractures alfc:cl flow ami lran•porl, few have allempled to produce model• with pre

dictive capabilities. One of the result• from the numerical an<l field llu<lies is that 

water lnRow1 Into wells and gallerie1 are controlled by a few fractures . The same is 

true about lran1miuivilie1. This suggesh that 1uch fractures should be explicitly 

recognized by any model thai aims at showing predictive capabilities. This pap.r 

addressed thi1 issue 1quarely by treating the medium as a homogeneous one in which 

major fracture• are embedded. 

The approach i1 described on the Lui• of a real case. The flow problem consists 

o( a •mall groundwater Row 1yslem in a block of fractured rock. This problem wu 

propo1ed as a lest case in the framework of the international project IIYDHOCOIN, 

which ha1 the foUowing three objectives (Auderuon d al., 1987): M(1) lo baseline 

and verify hydrological codes used for analyzins groundwater flow; (2) to partially 

validate mathematical model• and computer code• for lloeir capability lo simulate 

experimenll and field rneasuremenll at different 1cale1 in lime and •pace; and (3) 

lo 1ludy potential effech of uncerlaintie1 in data bases and malhematicalmoclels on 

groudwaler flow calculation• and lo investigate different methods for the evaluation 

·of these uncertainlle•". 

The project was developed by proposins different leal cues that were solved 

by variou1 leam1. The model de1cribed here follows the conceptualization of the 

IYIIern de1cribed by Raven {1985) and by Reade d al. {1986), who used the code 

FEM301 (Kiraly, 1084) in combination with a manual trial and error teclanique for 

model calibration. In lhi• context, Carrera and lleredia (1988) modeled the system 

in two olage1: lint, only lleady·ltate datiL were u1ed; and second, lransienl data were 

used. They concluded thai because of I he way in which the estimation wu posed (all 

boundarle1 were of no-Row or pre•cribed head lype1 and no data were avail• Lie re

sardlng flow rates), lleady-1lale data did not suffice (or an adequate calibration of the 

model (•o as to grant prediction capabililie1). Therefore, only transient calibration 

will be described here. 

Site De1cription: 

The 1ite i• located within lhe facilities of Chalk River Nuclear Laboratories 

(CRNL), located 200 km northwest of Ollawa, Ontario, Canada (Figure 1). Tloe 

ftow region !1 an approximately 200 m by 150 m by 110 m deep block of monzonilic . 

gneiu. The 1ite i1 quite well characterized . It has been found lo be complex ; Loth 

lithologically and •lruclurally. The main rock unit i1 a folded sheet of quartz mon

zonite, which i1 overlain and underlain Ly paragneiu and numerous inclusions of 

metagabbro, diabase and pegmatite. Numerou1 faulll and fracture zone• lranserl 

the area. Investigations conducted al the site include 1urface and sul.surface geo· 

physics, geologic mapping and hydraulic testing. They have been carrie<! ou I on 



) 

Figure 1: Location and map of the site. 

The greyed area in the location map indicates the extent of the model. 

The circles in the map of the site show the location of boreholes 

and the identification number. 

Contour elevations are in feet (after Raven, 1985). 

~ ) - / 

) 



a) 

b) 

"' r 
"' ~ 10o.a .... 
i5 z 
'i 
;. 
ill 
t 

s FRACTURE ZONE 4 N 

fS .J 

FRACTURE 
ZONE 2 

, 
FRACTURE ZONE 1 

0 METRES 50 

Figure 2: Schematic representation of the five major fractures: 

a) Block diagrams 

b) Vertical cross section through the site (after Raven, 1985) 
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Figure 5: Boundary conditions used in the models 

(after Resele et al., 1986) 
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Table 5: Approximate Confidence Inte~s for Computed Parameters in Model 4. 

95% Conf. interval 

Parameter Estimate Variance Lower limit Upper Limit 

T1 {x 10-3)* 2.77 ·0.00627 1.92 3.99 

T2 {x 10-5) 4.66 0.00922 2.99 7.25 

T3 (x 10-5) 5.82 0.0249 2.81 12.04 

T4 (x 10-5) 5.58 0.157 0.089 3.41 ,/ 

T5 (x 10:-5) 0.99 1.05 0.009 110.9 

sl (x 10-5) 1.90 0.00804 1.25 2.87 

s2 (x 10-5) 0.315 0.735 0.006 16.33 

Ss {x 10-5) 1.40 0.00197 1.14 1.72 
a:1 {x 10-4) 0.197 0.0201 0.103 0.378 

Kz1 (x 10-7 ) 1.08 0.00217 0.871 1.34 

Kwell {x 10-7) 1.03 0.955 0.011 92.75 

Kz2 (x 10-6 ) 5.98 0.00463 4.41 8.11 

Kz3 (x 10-6 ) 2.02 0.00907 1.30 3.13 

*Units are meters and minutes (Thus all T's are in m2/min, K's in m/min, etc ... ) 
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Figure 6: Zonation patterns for all models. The uncertain parameters are: 

,. 

T1 Transmissivity in fracture 1 

T2 Transmissivity in fracture 2 

T3 Transmissivity in fracture 3 

T4 Transmissivity in fracture 4 

Ts Transmissivity in fracture 5 

Kzl Vertical conductivity in zone 1 

Kwell Vertical conductivity in the pumping well 

Kz2 Vertical conductivity in zone 2 

Kz3 Vertical conductivity in zone 3 

a Leakance coefficient 

SA1 Storage coefficient in fracture 1 

S2 Storage coefficient in zone 2 (all other fractures) 

Ss Specific storage 
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CONCLUSIONS 

' An approach has been presented for modeling How in fractured media and ap-

plied to the Chalk River Dlock case. 

The conclusions from the application can be . 1ummarized a• follows: 

- Excellent match has been obtained between measured and computed draw

downs during transient calibration, with relativdy simple models. 

- Such matcl1 auggeah that those model• can be used for prediction with rela

tive confidence. This is confirmed by the relatively low uncertainty of most computed 

parameters, as measured by the lower bound of the covariance matrix. 

- The models have been used for pre<licting the drawdownl generated by pump

ing at wells different from that u1ed for calibration and located In different fractures 

(Validation runs). Prediction error• are consistent with the uncertainties derived 
from calibration. 

- Calibration with lleady-atate data wu attempted by Carrera and Heredia 

(I !188), but only met a limited aucce11. Thi1 appean to be consequence of the par

ticular way the model was act up aU<! 1hould not be generalized to other situation•. 

(.).:) - Model Structure ldc:ntilic•tion Criteria were u1ed for ranking the calibration 

~ performance of all proposed models. Under 1leady-llate conditions, the criteria pre-

1" f.,rred the aimple1t model, even though it wu tho one leading to poorest match be-

tween measured and computed heads and parameten (Carrera and Heredia, 1988). 

On the other hand, modell with increasing complexity were preferred when using 

transient data, which are both more numerou1 and more informative than stea<ly
state data. 

- Validation runa have also been uaed for ranking the predictive capabilitiea of 

all the models derived from transient calibration. The reaulting ranking• coincided 

with those obtained using Model Structure Identification criteria, which only require 
n1liLration data. 

Some limitation• identified In thla atudy Include: 

-The finite element grid wu too coane for an accurate 1olutlon of the How equa

l ion. This may have affected estimated' parameten. Furthermore, the quasi-three

olimensional methodology may also introduce 1omo erron. In till• regard, notice that 

it was originally developed for subparallel aquifen leJ,arated by aquitar<t.. Doth the 

~eometry and the flow pattern• of intenecting fracturea may be more complex than 

1 hat of aquifer-aquitard aystema. All thi1 1ugge•ta that a fully three-dimensional ap

proach may be required in ~nme easel. OLvioualy, the trade-ofT i• a l•eavier computer 
olellllliHI. 

l . "- / 

- II is felt by the authon that the information contained in the injection tests 

and used for prior estimation of model parameters waa not fully exploited. While it 

is known that large scale model parameten do not need to coincide: with local values, 

and that the small correlation length of fracture aperture reduces the usefullness of 

kriging, trends of parameters variation should be identified. Furthermore, matrix 

parameten may have a longer correlation length than fracture parameters. Thus, if 

fully 3-D models are used, the type of approach proposed by Neuman (1987) might be 

useful in taking full ad·vantage of prior information data. Basically, Neuman proposes 

treating the fracture• as discrete features embedded in an otherwise stochastically 

homogeneous medium. This allows the modeler to take fuU advantage of classical 

techniques of stochastic analysis, such as kriging. 

- The error structure assumed for heads could also be improved. Some of the 

sources of erronlead to temporal and/or spatial autocorrelation, which might be ex

plicitly included in the formulation. Furthermore, model errors are lihly to become 

much larger at late times than at early-time1. This should also be recognized by the 

error atruct ure. 

In spite these limitations, it ia clear that the conclusions lend strong support to 

' the proposed approach. One of the main iuuu i• treating fractures aa homogeneous 
features, even though Injection leah suggest that they are heterogeneous, at least 

locally. Such treatment has proven adequate In thi• cue, probably because the cor

relation length of fracture aperture i1 small. However, 1uch l1eterogeneity may have 

to be recognized in solute transport models. 
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The second case study is due to Andersson et a!. of the Swedish Geological 

Company SGAB in Uppsala, Sweden. It concerns pun1ping tests within a 

fracture zone in granitic rocks at the Finnsjon research area in Sweden. The 

zone is more than 100 m thick and known to be internally heterogeneous, 

with elevated pern1eabilities at the top, bottom, and son1e central parts. The 

study area is 2,800 n1 by 1,300 n1. Pumping took place from borehole 

BFI02 over the entire thickness of the zone. For purposes of pun1ping test 

interpretation, the zone ·was treated as a 2-D aquifer divided into a nun1ber 

of hon1ogeneous zones. The 2-D code SUTRA was used. The n1odel was 

able to reproduce the observed vertically-averaged drawdown in n1ost wells 

except BFIOl which appears to be situated within . a local low-pern1eability 

area. 
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KFi05. 



. • 
: 

.. 
. • 

. . 

·--·-·-··· 0•11 .. ..... 
··-···-··-·· llt-Jll• ....... 
-·-•-• Jl9•JSO. -....r -
·-·-·-·· 161·1'70. ......... .. '-- l 
·-•-••-•-• l4S•l6.._ l.,..r -···· ·· ··· ·· ······JU_.I .. ~ 10·• 

7-----~------~~---------r--------~--------~ 

10 [Time (mi.nl] 

' I I I ' :n m 

IH!h~·· 
I 

I I ' I ol 
j I 1 t: t; , :a 1 ------1 \1 . • I I I! l I ~ Z G I I Q 

' I i .., 
1 

---~ ~ 
: 
i 
I 

I r· i i 
1 I 

j I 
I 

1 
' I 

I: 

I 

' 1 
I ··- o-&n.-- I ··············· ·•tn-ue.....-

l. 
I • -
l . 

.. . 
' 

. 
i ' I ' 

• •• •• .o 10 10 [Time (m1nl l 

F~gure 4.12 Simulated (solid line) and observed drawdown responses in boreholes BFiOl and 
BFi02. 

) 



:o 

• 1"\'"'' 

~ 
l 

t f'\• t I .-u i 
,. 

Figure 4.15 

·I 

I 
:J•• 

·' ' : ' .. lil. .l . •• . • ' 
I •• I Q ll' '25 J .. 3 

••••••••••••••••• 0·7,. ·-

···········-··· '•·•l•• tOfte 1 ••••••••••••••••• llt•lSI• u..,._r -
••• •••••••••••••• \St•ltl• ••oola " lOft• 1 
. • · · · · • • • • • · • • • • • lt•-JSSe 1 ... r -

..J1 

~0 [Time {m ::11 J 

t'J 

•••-•-••••••••• O•lliS. -... 
·-••••••·--· J.OO.Il .. --. 
·-·-·-· 117·1.0. ~ -
••-•-••••••••• JIS•lOM •LMla ·&- J 

·-·············· J%7·1.0. l-..r -
•••••••••• 0 ••• • 0 • Jtl•ltoa •"-

Simulated (solid line) and observed drawdown responses in boreholes KFilO and 
KFill. 



·i 
I 
j 
! 
; 

:a· •I 
~----------------~--~~~------~~-------------------------

. ,. ' 
-~ 

!· 
.! 

! I I I I J \I\ l 0 0 I CJ 

I 
I 

· ·••••• ••••••••••• , ..• ~. •eo
·••••••••••••••••• ····101• ...... 
••-·-·-• 101·111• .. ooer -
••••-•-••••••••• lSO·J, .. • , ...... " z:.,.. 1 
••••-•••••••••••• J60•17•• l..,..r -
. ···••••• • •••••·• • JtJ•6tl• .... _ 

(Time l:r. ~:-: ; ·. 

I 

~o·•l I 
~~-----~-----~~-~-.... ~.-- ~~----~-~~-----------

1 . ..% .... 1 •-•-•-• G•lOO. .-.e 
·-·-·-• lOl•ll .. ...,. 
--tlt•lSl• ...,.r-. 
·-··-·-·· ltl•lll• ., ..... ""- ' 
·-·-··--· tl••tlO. l ... r -
······•••···· ··•· 1ll•J7'•• ... ,_ ~:o·•1 .;.·i .. ··· I 

~j ~-~~L~---~~---

Figure 4.14 

1 . i 

1o·• !0 to·• 

Simulated (solid line) and observed drawdown responses in boreholes K.Fi06 and 
K.Fi09. 

( 



0 liiOO 

I ZOO llCC 

1000 IOJO 

100 •~o 

1Cfl11 
oBflOI 500 0 500 

400 

0.1R~ 
o~tn06 4CO 

200 zoo 

OQ "00 tiiOQ 

Figure 4.18 Hydraulic head distribution near steady state assuming a transmissivity in the 
fracture zone one order of magnitude higher than for the calibrated model. 

Figure 4.20 Predicted steady stat~ hydraulic head distribution for the region of interest for the 
radially converging tracer test. 3 ,?.)· 
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Figure 4.16 Hydraulic head distribution near steady state for the calibrated model. 
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The third case study concerns fractured sedin1entary rocks at the 

Wake/Chathan1 potential low-level radioactive waste disposal site in North 

Carolina. The site is intensely fractured and contains horizontal zones of 

elevated pern1eability, son1e of which extend over distances of a few hundred 

feet. The site also contains near-vertical di~es flanked by intensely fractured 

zon-es of alteration, and a nun1ber of near-vertical faults. Steady state 

groundwater flo·w through the site was n1odeled regionally and locally by 

n1eans of the MODFLOW code. The n1odel contains three horizontal layers, 

each of which is additionally allowed to exhibit lateral heterogeneity. Per

n1eability generally decreases with depth. The dikes are en1bedded as dis

crete vertical slabs in the botton1 two layers (2 and 3), and the faults in the 

botton1 layer (3). The local subhorizontal high-pern1eability zones are not 

explicitly represented in the n1odel. This notwithstanding, the calibrated 

n1odel reproduces observed \Vater levels quite well. 
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Figure 53. Paleocurrent- map showing sediment dispersal trends in 
the Durham and Sandford sub-basins and in the Colon cross 
structure of the Deep River basin. The trends are based on 
cross-stratification, imbricated pebbles and channel axes. (Map 
is modified from Dittmar, 1979). Sediment transport systems 

affecting the Wake/Chatham Site include coarse-grained 
sediments from alluvial fans associated with the Jonesboro 

fault zone and an axial fluvial system flowing southwestward 

from the Durham sub-basin toward and through the Colon Cross 

Structure and into the Sandford sub-basin. 
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Figure 73. Schematic facies tract showing the relationships of 

the four major lithofacies associations at the Wake/Chatham 

Site. Two major systems are represented: 1. A southeast to 

northwest tract associated with the Jonesboro fault system 

(Distal Fan and Fa~ Fringe) and a northeast-southwestern 
Fluvial Plain axial system. The fourth lithofacies association 
(Lacustrine) is associated with overbank depressions in the 
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Figure 23. Sediment dispersal systems affecting facies 
relationships in Sandford sub-basin. (Based in part on Hoffman 
and Gallagher, 1989_, Cohen, 1990, and Lambiase, 1990). Major 
systems include peripheral drainage from both the escarpment 
margin (alluvial fans along Jonesboro Fault Zone) and platform 

margin (northwestern margin) and an axial drainage system that 

is best developed in the Colon cross structure area. 
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Figure 81. Late basin fill stage of evolution of the Triassic 

Deep River basin. 
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2. SINGLE-HOLE PACKER TESTS 

Single-hole packer tests can be divided into two categories: injection 
tests and slug tests. In an injection test, water is injected under 
constant hydraulic head into a packed-off interval, in which hydraulic 
head and flow rate are monitored. In a slug test, the hydraulic head in 
the packed-off interval is instantaneously increased or decreased, and 
the subsequent head recovery is monitored. 

The standard methods of interpreting both types of tests are based on 
the assumption that the rock can be treated as a homogeneous, isotropic, 
porous medium, for which the governing equation is 

2 Ss h v h = v- a 
"' IT 

( 1 ) 

where K is (scalar) hydraulic conductivity, S5 is specific storage, and 
his hydraulic head. Depending on the assumed flow pattern, various 
solutions to (1) can be obtained. In a steady-state analysis, hydraulic 
conductivity is computed. Transient analysis yields both hydraulic 
conductivity and specific storage. However, the specific storage 
obtained from a single-hole packer test is often of questionable value. 

A major advantage of the single-hole packer test is simplicity. Once the 
equipment is set up, tests can be conducted quite rapidly. Single-hole 
tests are especially attractive when a large number of measurements must 
be obtained, e.g., in determining the hydraulic conductivity profile of a 
borehole. However, the volume of rock sampled by a single-hole test 
is limited to the immediate vicinity of the test interval. Thus, the 
results are generally not representative of the overall rock 
characteristics. Furthermore, anisotropy cannot be investigated. 
Nevertheless, single-hole packers tests are valuable, and often 
necessary, for making preliminary studies of a field site and for 
establishing a data base upon which further hydraulic tests can be 
designed. 

2.1 Injection Test 

Injection tests are used extensively in the geotechnical engineering 
field as tools for site investigation. These tests can be conducted in 
both the unsaturated zone and the saturated zone. Only the tests in the 
saturated zone are considered herein. Two methods of analysis are 
possible: ~ .eady-state and transient. 

2.1.1 Steady-State Analysis 

Steady-state analysis is the traditional procedure for interpreting 
injection tests. To use this analysis, injection is continued until the 
flow rate appears to have stabilized. Hydraulic conductivity is computed 

5 
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on the assumption that conditions around the borehole have reachPd steady 
state. 

Various formulae are available for the computation of hydraulic 
conductivity. These formulae differ from one another because different 
flow patterns were assumed in their derivation. The most commonly 
assumed patterns are radial and prolate spheroidal (often referred to as 
ellipsoidal). In the radial case, flow is assumed to be 1) perpendicular 
to, and radially symmetric about, the borehole axis and 2) confined to a 
region bounded by impermeable boundaries extending from the upper and 
lower ends of the test interval (Figur~ 1-a). The resulting 
equipotential surfaces are concentric cylinders of heights equal to the 
test interval. In the prolate spheroidal case, fluid is assumed to 
emerge uniformly from a line source located at the axis of the test 
interval (Figure 1-b). The resulting equipotential surfaces are confocal 
prolate spheroids, their foci being the endpoints of the line source. 

For steady, radial flow, (1) is simplified to 

:: 0 

where r is radial distance from the wellbore axis. The boundary 
conditions can be written at the wellbore as 

h = hw at 

r £.!!_ Q 
ar = TnKC at 

where hw is the hydraulic head at the wellbore, rw is the wellbore 
radius, and Q is the volumetric injection rate. The solution of (2), 
subject to {3) and (4), can be obtained by direct integration: 

h - h = Q ln L. w "2iK[ rw 

(2) 

{3) 

(4) 

(5) 

In a single-hole test, only hw, Q, and rw are known. To solve for K , it 
is necessary to assume the existence of an "effective radius of 
influence," re, beyond which there is no head increase, i. e., 

h = h0 at {6) 

where h0 is the ambient hydraulic head. Then, substitution of (6) into 
{5) yields 

6 
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(7) 

where 

In the prolate spheroidal case, the sol~tion for a line source of length 
Land constant injection rate Q is given by Hvorslev (1951) as 

(9) 

where 

tJ. h = h - h0 , (10) 

(r,z) are cylindrical coordinates (axisymmetric case), and the line 
source is centered at the origin (Figure 1-b). The hydraulic head at the 
wellbore is usually taken to be the solution at r = rw and z = 0, which 
is point A in Figure 1-b. (Other possibilities are discussed in 
Marinelli, 1983.) Then 

Adopting this approach amounts to representing the test interval by 
the prolate spheriod shown in Figure 1-b. Solving forK in (11) 
yields 

If L >> 2rw (which is often the case), then 1 + (L/2rw)2 • -(L/2rw)2, 
and (12) can be simplified to 

K - ~ ln L - Zn !J.hw rw when 

( 12) 

(13) 

Other formulae for the computation of K are given by Hvorslev (1951) and 
Zeigler (1976). These formulae contain correction factors that account 



for various other flow patterns, borehole shapes, and anisotropy. 
Zeigler reviewed and compared these formulae and concluded that there is 
little difference among them. It is of interest to note an attractive 
feature of (12) and (13)--they do not require defining an effective 
radius of influence. Zeigler noted, however, that because re appears as 
a logarithmic term in (7), large variations in re result only in small 
changes in calculated K. N9te that (7) and (13} become identical if re = 
L. 

2.1.2 Transient Analysis 

Although the transient flow rates during an injection test can be 
analyzed, such analyses are seldom performed in practice. One reason is 
the difficulty in making accurate volumetric flow measurements during the 
transient portion of the test. Another reason is that the transient 
analysis is more difficult than the steady-state analysis and may give 
ambiguous results. 

The mathematical theory behind the transient analysis is identical to 
that of a constant drawdown aquifer test (Jocob and Lohman, 1952}. 
The analysis assumes radial flow, as shown in Figure 1-a. The transient 
flow equation 

1 a a h rar<ra-r) Ss ah 
= rrr ( 14) 

is subject to initial condition 

h = h0 at t = 0 ( 15) 

and boundary conditions 

h = hw at (16) 

h = h0 as r + ... {17) 

The solution for flow rate at the wellbore is (Jacob and Lohman, 1952) 

Q ( t ) = 21r KL t1 hw w (to) (18) 

where 

9 
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( 19) 

and W(t0} is a .. well function .. given by 

w(to} 
4to w=... 2 f w e-tow (20) = 

w=O 

where J 0 (w) and Y0 (w) are zero-order Bessel functions of the first and 
second kinds, respectively. Tabulated values of W(to} are given by Jacob 
and Lohman (1952). 

Data analysis is based on the common curve-matching procedure: a type 
curve is constructed by plotting W(to} versus to on log-log paper (Figure 
2); measured values of injection rate, Q, are plotted versus time, t, on 
transparent log-log paper having the same scale as the type curve; the 
data are superimposed on the type curve while keeping the coordinate axes 
of the two plots parallel; a match point is selected, and its 
coordinates, W(to) and t 0 on the type curve plot and Q and t on the data 
plot, are substituted into (18) and (19) to calculate K and Ss. 

It is important to note that a large portion of the type curve on Figure 
2 is near horizontal. This feature renders curve matching somewhat 
ambiguous, because the data plot may so~etimes be shifted horizontally 
over several log cycles without significantly affecting the quality of 
the match. As the match between t 0 and t (the horizontal axes) 
determines Ss, the computed value of this parameter will be unreliable. 
On the other hand, the computed value of K will be more accurate because 
it depends on the better defined vertical match between Q and W(t0). 

Doe and Remer (1980) compared the steady-state and transient analyses 
and found that, over a wide range of conditions, the two methods yield 
similar hydraulic conductivities. This conclusion, together with the 
fact that specific storage computed by the transient analysis is 
generally not reliable, may help explain why the transient method is 
seldom used to interpret injection tests. 

2.2 Slug Test 

Slug tests have gained popularity in recent years because they can be 
performed quickly and require less equipment than injection tests. Slug 
tests can be conducted by using either the conventional (gravity) slug 
method (Cooper, Bredehoeft, and Papadopulos, 1967) or the pressure-slug 
method (Wang et al., 1977; Bredehoeft and Papadopulos, 1980). In the 
conventional method, the test interval is in contact with a standing 
column of fluid open to the atmoshpere (Figure 3-a). Hydraulic head in 
the interval is subjected to a step change by instantaneously raising or 
lowering the fluid level in the column. In the pressure-slug method, the 
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test interval is isolated fr·om the atmosphere (Figure 3-b). Hydraulic 
head in the interval is increased instantaneously by injecting a small 
volume of fluid into the interval. The difference between these two 
methods lies in the rate of head .recovery after the step change. In the 
conventional method, water must flow into or out of the column before a 
head change is registered, and the recovery may be relatively slow. In 
the pressure-slug· method, response is governed by compressibility 
effects, and is thus relatively fast. The two methods together are 
applicable to a wide·.range of field conditions. 

The mathematical theory behind the two test methods are similar. Flow 
from or towards the packed-off interval is assumed to be radial (Figure 
1-a), and the flow equation is the same as (14). The initial condition 
is 

h = h0 for (21 ) 

for (22) 

where ~H0 is the instantaneous head increase in the test interval. The 
boundary conditions are: 

2 KL a h <: a h 
'If rrr = "'Waf 

h = h0 as 

at (23) 

r + .... {24) 

Equation (23) expresses mass conservation in the wellbore, i.e., the flow 
rate out of the test interval into the rock must be equal to the rate at 
which the amount of water stored in the test interval decreases. Sw is a 
storage factor for the test interval. For the conventional method, 

S = 'lfr2 
w c 

where rc is the radius of the standing water column above the test 
interval (Figure 3-a). For the pressure-slug method, 

(25) 

(26) 

where Vw is the volume of water in the test interval, Yw is the specific 
weight of water, and C~s is a pseudo compressibility term that represents 
the combined effects of water compressibility and equipment compliance. 
If the equipment is assumed to be rigid, then Cps takes on the 
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compressibi1ity of water •. iowever, the assumption of rigid equipment is 
usually not valid, and CP.s is generally determined by field calibration. 
(The procedure is given in Section 6.2.1.) 

·• 
The solution of the above problem is given by Cooper et al. (1967) and 
Bredehoeft and Papadopulos {1980). The head increase in the test 
interval is given by: 

t. hw 
- = F(a,e) 
t. Ho 

where 

2 
1r rwLSs 

a = 
Sw 

e = 1r Klt -s:- , w 

and 

F (a ,e) = 8a ... exp(-e 2w/a) 
1T 2 £ w f( w ,a) dw • 

Here 

(27) 

{28) 

{29) 

(30) 

( 31 ) 

and J 0 (w), J1(w), Y0 (w), and Y1(w) are the zero- and first-order Bessel 
funct1ons of the first and second kinds, respectively. Tabulated values 
of F(a ,6) are given by Cooper et al. ( 1967). Papadopulos, Bredehoeft and 
Cooper (1973), and Bredehoeft and Papadopulos (1980). · 

Data analysis is based on a curve matching method using semilogarithmic 
paper. A family of type curves is 'constructed by plotting, on 
semilogarithmic paper, F(a,B) versus e for various values of a (Figure 
4). Measured values of t.hw/t.H0 is plotted versus time, t, on transparent 
semilogarithmic paper having the same scale as the type curve. The data 
plot is superimposed on the type-curve plot and moved horizontally, 
keeping the abcissa of both plots superimposed, until the data fit a 
particular type curve. A match point is selected, and the corresponding 
value of e and t are introduced into (29) to compute K. Upon 
substituting a of the fitted type curve into (28), Ss is computed. 
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The accuracies of the computed parameters depend on the value of a. 
Cooper et al. (1967) noted that if a is small (<lo-5), the computed value 
of Ss is unreliable. This is due to the fact that the type curves for 
small a•s are similar in shape, and the data may be matched with any one 
of them. On the other hand, the type curves for small a•s are spaced 
closely together. This insures that a mismatch will have only a small 
effect on the computed K value. Bredehoeft and Papadopulos (1980} showed 
that when a is large, K and Ss cannot be determined separately; only 
their product KSs can be computed with confidence. In application to 
flow in fractured rocks, the former case (small a) is more likely to be 
encountered. The case of large a is more likely to occur in media with 
high specific storage values, such as unconsolidated silts and clays. 
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The previous illustrations concerned granitic rocks fron1 the URL at Pinawa , 

in Manitoba, the Oracle site near Tucson, Arizona, and Chalk River 1n 

Ontario (Fig. 4; Raven et a!., 72-86, IAH Men1. XVII, Hydrogeology of 

Rocks of Low Pern1eability, Tucson Congr., 1985). The following figures 

illustrate son1e results from the Hanford ba$alts in Washington (Thorne and 

Spane, 639-649, ibid). 
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TABLE 1. Hydraulic Properties Calculated from Various Test 
Methods at Borehole RRL-6. 

Test method Procedure reference s 

Over ·-pressure pulse Bredehoeft and Papadopulos (1980) 2 X 1o-4 
and Neuzil (1982) 

Unde ~r-pressure pulse Bredehoeft and Papadopulos (1980) 7 X 10-4 
and Neuzil (1982) . 

., injection Cooper et al. (1967) 1 X 1o-3 
) 

' withdrawal Slug Cooper et al. (1967) 5 X 1o-3 

Cons ·tant head injection Zeigler (1976) 

Con~ ;tant head injection Jacob and Lohman (1952) 

313 

T (m2/s) 

1.4 X 1o-8 

1. 1 X 1o-8 

7.0 X 1o-9 

6.2 X 1o-9 

2.0 X 1o-8 

1.1 x 1o-8 



0 :z: 
' :z: 

1.0 

0.1 

0.1 

0.7 

0.1 

0.15 

. 04 

0.3 

0.2 

0.1 

0 
to• 

IOREHOLE: DC·14 
TEST DATE: 91211/10 
TEST INTERV.Al: 7111.1·721.1 m 
• • OVER·PRESSURE PULSE DATA 
• • UNOEA·PRESSURE PULSE DATA 

UNDER·PRESSURE f'ULSE 

H
0 

• O.IQlm 

c. • 4.31 x to·•• m1/N 

MATCH POINT { (J • t.alif 
t I 121 I 

T • 2.3 X 10"1 m 1 It 

s ' • x to·• 

OVER·PRESSURE PULSE 

H
0 

• 13.75 m 

c_ • 4 315 x to·•o m11N 

a • to• 

MATCH POINT { {J ' 1 121 

•• 410t 

T •I7X10" 1 m 1 1a 

s • 1 x 1 o·' 

nMt , ,., 

ur• 

/··-~ 

i 

Type-Curve Analysis of Over-Pressure and Under-Pressure Pulse Tests Conducted at 

Borehole DC-14. 649 



TABLE 2. Hydraulic Properties Calculated from Various Test 
. Methods at Borehole 669-S11-E12A. 

Test method Procedure reference s 

Under-pressure pulse Bredehoeft and Papadopulos (1980) 2 x 1o-2 
and Neuzil (1982) 

Constant drawdown Jacob and Lohman (1952) 

Recovery from constant Theis (1935) 
drawdown 

Slug withdrawal 11 Cooper et al. (1967) 7 X 1o-3 

Slug withdrawal 12 Cooper et al. (1967) 7 X lo-3 . 
Slug withdrawal 12 Cooper et al. {1967) 7 X lQ-3 

Recovery from constant Theis {1935) 
discharge 

TABLE 3. Hydraulic Properties Calculated from Various Test 
Methods at Borehole DC-14. 

Test method Procedure reference . s 

Over-pressure pulse Bredehoeft and Papadopulos {1980) 1 X lQ-3 
and Neuzil (1982} 

Under-pressure pulse Bredehoeft and Papadopulos {1980) 4 X lQ-5 
and Neuzil {1982) 

Const~t drawdown Jacob and Lohman {1952) 

Slug injection Cooper et al. {1967} 6 X lQ-3 

T (m2/s) 

1.5 X lQ-5 

1.6 X lQ-5 

1.9 X lQ-5 

1.4 X lQ-5 

1.4 X 1o-5 

1.2 X 1o-s 

2.1 X lQ-5 

T (m2/s) 

6.7 X lQ-8 

2.3 X lQ-8 

3.6 X lQ-8 

3.4 X 10-7 



In ·low-pern1eability rocks, and especially in deep boreholes, one n1ay need 

to account for thern1ally induced pressure responses, borehole pressure his

tory, and equipn1ent compliance when interpreting single-hole packer tests. 

Nun1erical calculations and experience with the Swiss regional hydrogeologic 

characterization progran1 has led Pickens et. a!. (Water Resour. Res., 23(7), 

1341-1375, 1987) to conclude that pressure changes (expressed as head) of 

tens to hundreds of meters can result from 1° to 2°C temperature variations 

during shut-in (packer isolation) tests in low-permeability formations. 
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TRANSIENT FLOW IN TIGHT FRACTURES 

J. S. Y. Wang, T. N. Narasimhan, C. F. Tsang, P. A. Witherspoon 

Lawrence Berkeley Laboratory 
University of California 

Berkeley, California 94720 

ABSTRACT 

Methods are developed to analyze packer-test 
'data from a well intersected by one or more tight 
fractures. In a geological formation such as gra
J~ite in which fractures are the main conduits of 
water, the permeability of fractures to the move
ment of water is an important consideration in 
•ieciding the suitability of a site for radioactive 
waste storage. In a packer test, a pressure pulse 
:is applied to water sealed between two packers and 
the pressure decay in the wellbore is monitored. 
l~en the well intersects fractures, the pressure 
decline is due to the flow into the fractures. In 
1~is study, the diffusivity equation governing the 
transient flow in the fracture is solved and the 
l~undary conditions at the wellbore-fracture inter
face are discussed. Analytic and numerical solutions 
~~e given for geometrical arrangements of single in
finite fractures, single finite fractures, multiple 
identical fractures, two fractures in series, and 
t:wo fractures in parallel. "Short-time" pressure 
decay tests can be effectively used to estimate the 
fracture aperture. Further information about the 
continuity and connectivity of the fracture system 
requires "long-time" tests. 

I. INTRODUCTION 

Spent fuel of a nuclear reactor or waste cre
ated by fuel reprocessing contains fission products 
~~d long-lived transuranic elements. These wastes 
must be isolated until the radioactive isotopes have 
decayed to insignificant levels. We are investi
gi!ting whether long-term isolation of high level 
rildioactive wastes can be achieved by storage in a 
d•~ep continental geologic formation. The hydroqeo
lc)gic condition of the formations is one of the most 
important considerations. If radionuclides move from 
the storage site to the earth's surface, it will be 
mainly through groundwater transport. 

Groundwater flow in most hard rock formations 
is; primarily through fractures. A crystalline rock 
such as granite has very low intrinsic permeability, 
le:ss than one microdarcy 1 • Even for a tight frac
ture with an aperture of the order of one micron, 
ex:isting possibly at depths of one to two kilometers, 
the permeability of the fracture is a million times 
la.rger than that of granite. Thus, water intrusion 
and leakage at a waste storage site will be mainly 
through fractures. To estimate the rate of possible 
spread of the waste, it is important to have reliable 
measurements of the aperture size and the connectivity 
of the underground fracture network. 

A test hole several inches in diameter provides 
direct access to study the formation during site ex
ploration. The challenge of using well-testing me
thods for in-situ study of the fracture system is 
similar to the challenge faced by a reservoir engi
neer trying to make reliable estimations of the reser
voir properties from the data at wells penetrating a 
permeable formation. There is, however, a difference 
in the test conditions. Most well testing to study 
reservoirs monitors the effects of given flow rates 
from the wellbore. The transient pressure behavior 
is recorded during, or immediately after, the injec
tion or withdrawal of massive quantities of fluid or 
gas from the well. Maintaining a flow is not usually 
a problem when the well penetrates an aquifer, or a 
petroleum or geothermal reservoir containing large 
amounts of easily-removable liquid or gas. HOwever, 
when the well is located in an almost impermeable 
rock formation, the flow rate from or to the forma
tion at the wellbore will be very low and difficult 
to measure. Therefore, to study tight fractures in 
deep crystalline rock masses, it is desirable to test 
the well without maintaining a flow. 

Pulse packer testing: 

rw= 0.04 m 

Dw= 2m 

2b= lp.m- IOp.m 

T 
I 
Dw 
I 
i 

1-1 

rw 14----------"'1 rF 

XBL77I0-2397 

Figure l. Schematics or a wellbore intersecting a 
fracture. 

In a pulse-packer test (Figure 1) , a section of 
the well is sealed between two impermeable packers. 
In a fully-saturated zone underground, the wellbore 
space between the packers is filled with water at 
ambient pressure. At SOllie initial time, t• 0, an 
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additional pressure increase is applied by a slight 
squeeze of the sealed water. If the wellbore be
tween the packers intersects fractures, the pres
sure will decrease toward the ambient pressure as 
water flows from the bore into the fractures. 
Since water is viscous, the smaller the fracture 
aperture, the larger the resistance to flow or the 
slower the pressure decline. By measuring pressure 
change as a function of time the fracture properties 
can be analyzed. Early in the test the pressure 
change depends mainly on the near-wellbore fracture 
resistance. By analyzing this •short-time" data, 
fracture aperture can be estimated. Later, the 
fracture geometry will affect pressure change. Thus 
the "long-time" data contains further information 
about the continuity and connectivity of the frac
ture system. 

The driving mechanism for the wellbore water 
flowing into the fractures is the compressibility 
of the water. Since there is no production or in
jection to induce pressure change in the pulse
packer test, the pressure decline is solely due to 
this compressibility-wellbore storage effect. In 
the conventional reservoir study, wellbore storage 
effect1

-- is regarded as a distortion which masks 
the early-time line-source response of the data. 
Log-log plots are used to diagnose the well beha
vior and to identify the start of the semi-loq 
straight line from which the reservoir properties 
are then deduced. For a producing reservoir well, 
penetrating a permeable sandy formation, the effec
tive wellbore volume is usually e.n unknown parameter 
due to wellbore damage. The early-time data cannot 
effectively be used to deduce both the wellbore con
dition and reservoir ·properties. On the other hand, 
for a well located in a hard rock formation the well
bore space between the packers will have a regular 
shape, and the volume between the packers can be 
easily measured. With the knowledge of the wellbore 
volume, early-time data may be used with more con
fidence to estimate the formation properties such 
as fracture aperture. 

In the present study, changes of pressure as a 
function of time are calculated. The geometrical 
dimensions of the wellbore shown in Figure 1 are 
used when the results are expressed in real time. 
A wellbore of these dimensions is useful to study 
fractures with apertures in the micron range. 
Scaling to different dimensions will be discussed. 
The calculated pressure decay at the wellbore is 
shown in Figure 2 for intersecting fractures of 
1~ and 10~ apertures. The results show that when 
the fracture aperture changes by one order of magni
tude, the decay time changes by almost three orders 
of magnitude. This dependence, together with the 
governing equations and boundary conditions of the 
transient flow from the wellbore to the fractures 
are discussed in Section II. ·Dimensionless quanti
ties useful for scaling are described. The deriva
tion of the analytic expressions of the pressure 
changes are given in the appendix. In Section III, 
the curves of infinite and finite fractures with no 
flow or constant-pressure fracture-boundary condi
tions are given. Based on early-time behavior, a 
simple relationship between the aperture and the 
observed time of a given pressure drop is derived. 
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The effect of multiple identical fractures inter
secting the wellbore and the effect of the orienta
tion of the fractures are discussed with simple 
scaling arguments. To study the effect of fracture 
connectivity, the pressure change of a finite frac
ture in series or parallel to an infinite fracture 
are calculated. Finally, the pressure changes in 
the fracture away from the wellbore are discussed. 
The assumptions and results of this study are summa
rized in the last section. Definitions of symbols 
are defined in the section on nomenclature. 

II. GOVERNING EQUATIONS 

. The fundamental equation of transient water 
motion is the mass conservation equations: 

-J ~ • ~ dA • .B._ I pdV. (1) 
A Dt V 

The change of water mass within a volume is deter
mined by the flow across the surface. For the case 
of a single tight fracture intersecting the well
bore, the mass conservation equation for the well
bore volume is simply 

dpw 
-pwuw(t)LwF • (2b) • Vw dt (2) 

(the density is approximated as uniform throughout 
the wellbore). This assumes that rock material is 
impermeable and that the water leaving the wellbore 
flows into the fracture only. Uw(t) is the flow 
velocity at the wellbore-fracture intersection. 
The wellbore-fracture contact length, Lwr• is equal 
to the circumference 2nrw for a single fracture in
tersecting the well normally (Figure 1). LwF times 
the aperture, 2b, is the wellbore-fracture contact 
area. The volume Vw is nrw2Dw for an ideal well
bore between the packers. The notations, Lwr and 
Vw, are retained for general cases. 

From the definition of the compressibility, 8, 
the density change can be expressed as the pressure 
change: 

dpw 
dt. 

(s = ~:). 
From equations (2) and (3), the flow velocity 

V dP r dP 

(J) 

w w w w 
uw(t) •-L • (2b)Bdt•-adt' (4 ) 

wF 

where the dimensionless parameter, a, is introduced: 

(. 2~~b) )· (5) 

a is proportional to the ratio of the well-bore 
fracture contact area to the wellbore volume. It 
represents the leaking capacity of the wellbore 
water. For the simple geometry of Figure 1, a is 
simply twice the geometric ratio of the aperture, 
2b, to the packer beparation, Ow (the parenthetic 



statement in equation (5)). Typically for Ow in 
meters and 2b in the micron range, a is a small 
parameter. 

For low fluid velocities (laminar flow) or 
fluids with high viscosities, the flow velocity 
averaged over the aperture between two smooth
walled plates is: 

with 

+ 
u. 

k. (2b)2 
12 • 

(6) 

(7) 

Equation (6) is analogous to carey's law. This de
pendence of the permeability, k, on the aperture 
(parallel plate model of fracture) has been shown 
to be a good approximation for fracture flow in 
small' and large7 • 1 rock samples. 

The governing equation for the transient flow 
in the fracture is the diffusivity equation for P (r, t). 
When expressed in radial coordinates it is 

a2 P + !.ilP 1 ilP 
ilr r ilr • iC ilt 

with 

By expressing r in 
ro • r/rw, equation 

il 2 P + 1 ilP 
~ -.._..
ilro r

0 
.,r

0 

terms of dimensionless 
(8) can be rewritten as 

ilP 
• ate 

(8) 

(9) 

radius 

(10) 

with to the familiar dimensionless time of the dif
fusivity equation 9 

t .. ....!...t 
D r 2 

w ( 
(2b) 2 t) 

• 12rw261J ' 

~ is proportional to (2b) 2• 

(11) 

The boundary condition at the wellbore radius, 
r • rw, is the continuity of flow velocities 

With 

ul • 
r•r 

w 

u • 
w 

equations (4) 

k apl 
- jj' ilr r • r 

w 

and (6), 

r dP 
• - .2!. B ---!! a dt 

or equivalently, with P(rw' t) •Pw(t), 

at r• r • 
w 

In terms of r
0

, equation (13) becomes 

with 

ilP ilp 
rr;;- • atDF 

( 
• LwF (2b) 3 ) 

12r V B\.1 t ww 

(12) 

(13) 

(14) 

(15) 

This dimensionless time is proportional to (2b) 3 

instead of (2b) 2 • As noted in Figure 2, the pres
sure decay times are almost scaled as (2b)- 3

• Thus 
for this boundary condition, dimensionless time toF 
is more appropriate for scaling than the differential 
equation dimensionless time t 0 • The boundary condi
tion at the wellbore-fracture interface dominates 
the transient pressure change at the wellbore. 
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Figure 2(a), (b). Normalized pressure decay at a 
h'ellbore intersected by a single fracture of aper
ture 2b and fracture-h'ellbore volume ratio VF/Vw• 
The fracture bo~mdaries at radius rF are either 
closed (zero pressure gradient in (a)) or open 
(zero pressure in (b)). a is the dimensionless 
leaking capacity. Solid lines • analytic solutions. 
Dots • numerical results. 

It is·interesting to compare this zero-flow
rate, closed, transient boundary condition with the 
more-familiar conditions of an open-flowing well. 
The obvious difference is that equations (12) and 
(14) have no source or sink term of a given flow 
rate. By identifying a with the inverse of the di
mensionless wellbore storage constant c (a= 1/C and 
toF • tofC ), equation (13) or (14) is the analog of 
wellbore storage without skin effect boundary condi
tion of a flowing well (see equation (6) of refer
ence 4). For a flowing well, the wellbore storage 
effect dominates the transient behavior at early 
times. If one replots the type curves of short-time 
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solutions with wellbore storage (Figure 2 of refer
ence 4) in terms of t 0F • tofC instead of t 0 , it is 
obvious that the type curves for different c will 
fall on top of each other. Thus toF is more inter
esting for sealing the early-time behavior. For the 
packer well transient problem, wellbore storage is 
the only driving meehaniSIII. Thus scaling with toF 
is applicable over the whole time range. 

In addition to the difference in regard to the 
presence or absence of source terms in the two pro
blems, the initial conditions are also different. 
For an open well, both the wellbore pressure and 
the formation pressure are assumed equal to a0111e 
initial pressure at t • 0 in deriving solutions. For 
the packer well, the wellbore pressure is different 
from the fracture pressure at t • 0. When a alight 
squeeze (pressure pulse) is applied to the sealed 
water in the wellbore with almost impermeable walls, 
the pressure build-up in the wellbore is very fast 
because of the small compressibility of the water. 
Due to the resistance to flow in the fracture, the 
pressure at the fracture is still at the ambient 
pressure at t• 0. By setting the ambient pressure 
as zero pressure, the initial condition is 

j c5P 
P (r, Ol • l 0 

for r• r 
w 

(16) 
for r > r 

w 

c5P is the applied pressure pulse. Since the differ
ential equation and the boundary conditions are li
near in P, it is convenient to define the normalized 
pressure 9 

p ( t) • P (r, tl • P (r, t) 
N r, ~ P(r ,0)" (17) 

w 

For a given r, the argument r in P is usually drop
ped and the symbol PN(t) is used, as in the figures. 

III. RESULTS 

Transient pressure changes are calculated for 
several geometrical arrangements of single and mul
tiple fractures intersecting the wellbore. Analytic 
and numerical methods are used to solve the diffusi
vity equation. The numerical code is the "TRUST" 
program developed at Lawrence Berkeley Laboratory10 • 
The analytic method using the Laplace transformation 
procedure2

•
1 is given in detail in the appendix. 

Results are discussed in this section. 

A. Single fracture 

The simplest case is a single fracture sheet 
which extends to infinite and is intersected by the 
wellbore perpendicularly. The pressure at r • rw 
(see appendix) is 

I
.. 2 

Pet) • 4aP(O) (-~-) ~ --wr- exp r :l ull Cul 
0 w 

(18) 

with 

t!(u) • [uJu (u) - aJ1 (u)) 2 + (uYo (u) - tlY1 (u)) 2 • 

This expression has been derived and calculated in the 
analogous heat conduction problem' and in the analy
sis of the slug test 11 • 12 The solutions of the 
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diffusivity equation with infinite flow region are 
typically in the form of an integral from 0 to .., • 

For the ease of a finite fracture closed at 
radius rF, no flow passes through the external frac
ture boundary. The pressure transient is in the 
form of an infinity series (see appendix, equations 
(A20) and (A25)) 

v .. 
P(t) • P(O)V :v + P(O) r (Res)nexp(-K6n2t) (19) 

w F n•l 

The leading term is a manifestation of the volume 
effect. The initial pressure build-up P(O) within 
the wellbore volume Vw is distributed evenly over 
the sum of Vw and the fracture volume VF as t + ao • 

'If the external boundary of the finite frac
ture is maintained at the ambient.pressure, the 
pressure function ~s also a series but without the 
volume term (see appendix, equations (A27), (A28)). .. 

P(t) • P(O) L (Res) exp(-KB 2t). 
mal m m 

(20) 

The pressure declines.at the wellbore for in
finite and finite fractures with 10~ and l~ aper
tures are plotted in Figure 2. The solid lines are 
solutions calculated with equations (18)-(20). The 
dots are numerical solutions using the program 
TRUST 10 • The finite fractures with no-flow bounda
ries decay more slowly than the infinite fracture. 
The finite-volume effect at long-time is evident. 
For the finite fractures with constant pressure 
boundary the declines are slightly faster than the 
infinite fractures. For a lO~m fracture, the pres
sure changes occur within several minutes. For .a 
l~ fracture, it takes almost an hour before an 
appreciable pressure change is noted and several 
days to complete the pressure decline. By monitor
ing the pressure change, the fracture aperture can 
be sensitively estimated. The finite fracture 
boundary effect has no influence on the early pres
sures and all curves of a given aperture tend to 
coincide. 

To explore the early-time behavior and the 
scaling of different apertures, log-log type curves 
of the pressure drop 1-PN(t) versus the dimension
less time toF are plotted in Figure 3 for the 10~ 
and l~ fracture. OVer the range of toF plotted, 
the two sets of curves are very similar. If the 
set of l01J111 curves is shifted slightly to the right, 
it will almost coincide with the 1~ curves. The 
slight shift indicates that ~(tl depends not only 
on toF but also weakly depends on the parameter a 
over this range of t 0F values. This is more evi
dent in the type curves on Figure 4 with a ranging 
from lo- 3 to lo-•. The slopes for different a at 
early-time are slightly different. By plotting 
measured pressure drop versus real time on a log
log paper with the same log-cycle, and shifting the 
data with axes remaining parallel to Figure 4 to 
fit the type curves, a and aK (from toFl can be de
duced separately from the best fit. 

To estimate the aperture directly from the · 
pressure-drop time, one may use the approximate 
scaling with toF• the insensitivity of early-time 

( 



data to the fracture boundary condition, and the 
model relation k • (2b) 2 /12. For different aperture, 
the time required for the pressure decline to a 
given value differs. In Figure 5, the aperture is 
plotted against the time required for the pressure 
to reach 0.95, 0.90, or 0.85 of the initial value. 
For lower PN, the effect of finite fracture boun
dary leads to larger uncertainty in the required 
time. The set of curves for the infinite fracture 
can be fitted (with least square equal to 0.002 for 
a ranging from 10- 3 to 10-1 ) to straight lines of 
the form 

loq [2b ()Jill)) • -0.32 loq [t(sec)) + c (21) 

with C•l.09, 1.20, 1.27 for PN• 0.95, 0.91 0.851 
respectively. For wellbore dimensions other than 
those of Figure l1 or for fluids with different vis
cosities and compressibilities 1 equation (21) can 
be generalized with the substitution 

( 
rw(m) (SJJ) (sec) ) 1 °w(m) 

c + C+0.32 2loq 0.04 +log4.177xlo-n +Jloq-2-

(22) 

...-··-··-··-··-·· pI ·o . ·.-::::::·:-·-·-·-·--
H r•r . ,.... . ,. .. --

Ji ... 
0 

O..zOJ 
I -

9= 
z 

v,. 0.. 

a • 10·5 

2b=IO~ 

"iT. 0.2 ..... 
• 0.5---

1.0-·-
2.0--·-
5.0 --.. -
CD--

().()l~----------~----------~----------~0.~ 0.1 D 00 

PNI •0 ,.,, 

-J 

'Of' 

... 
IPNI 0 
7r r•r,. • 

~-0.2""' v. 0.5--
1.0-·-
2.0-··-
5.0 -·--
CD--

O.Oth----------t-------;:.;------~0.99 
0.1 

UL 7712-10946 

Figure J(a), (b). Type curves of wellbore pres
sure changes due to lO).Jm (a) and llJIII (b) fractures. 
The pressure change at small dimensionless time tDF 
is insensitive to the different fracture volumes 
and fracture boundary conditions. 
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Equations (21) and (22) can be used for a 
quick estimation of the apertures, 2b, before fit
ting the data with type curVes of Figure 4. 
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Figure 4(a), (b). Type curves of wellbore pressure 
change. The slopes of the straight line portion at 
small dimensionless time tDF is weakly dependent on 
the dimensionless leaking capacity a and is insen
sitive to the fracture volume (infinite in (a} and 
finite in (b)} • 

In addition to the semi-loq plot (PN (t) - log t 
of Figure 2) and the log-loq plot (loq[l-PN(t)]
log t of Figure 3) 1 another informative plot of 
loq ( [PN (t) - PN (00)] / [1- PN ('"'))) is shown in Figure 6. 
PN('"') is the volume effect term of equation (19) 
for the no-flow finite fracture and is zero for· 
other cases. This type of plotting may be useful 
for laboratory study with-knowledge of the fracture 
volume and boundaries or for diagnosis of long-time 
field data when the finite volume effect with non
zero PN('"') is evident. The approximate straight 
lines of Figure 6 reflect the exponential decay na
ture associated with diffusive flow. For small 
fractures one exponential term of the series solu
tion (equation (19)) is sufficient to describe the 
pressure decline. The dominant exponential is the 
term with the smallest KSn 2 • As the fracture vol
ume increases 1 more exponential terms contribute 



to the series. With infinite fracture volume the 
solution is then in the form of an integral instead 
of a series. 

Vp 
-- • CD--Vw - 0.5--

E 
::l.. 

0.2····· -

Figure 5. The relation of the aperture 2b and the 
time required for the pressure to decag to a given 
fraction PN of the initial applied pressure. The 
uncertainty due to finite fracture boundary is 
shown by the shaded bands. 

The single-fracture solutions, in particular 
the infinite-fracture solution, can be used as 
starting points for analyzing the pulse packer test. 
Early in the test, a general complex fracture sys
tem intersecting the wellbore will behave like a 
single infinite fracture with an effective conduc
tance ak and an effective leaking capacity a. In 
general, a and k are two independent parameters. 
k depends only on the intrinsic fracture properties 
while a depends also on geometrical factors. Only 
for a known fracture-wellbore arrangement can a and 
k be interrelated. Possible changes of a due to 
geometry are discussed next. 

B. Multiple Fractures and Tilted Fractures 

~he natural fractures in rock formations are 
usually in sets of parallel planes. When the packer 
separation is larger than the average fracture spac
ing, the wellbore space between the packers may in
tersect several fractures. In this case, the com
pressed water will flow into several fractures si
multaneously, thus the pressure decline is faster 
than that due to a single fracture. The solution 
for n identical fractures can easily be obtained 
by generalization of the solution for single frac
tures through the replacement of the parameter a by 
na. The parameter a appears only in the boundary 
condition at the wellbore radiUs. From the defini
tion of a in equation (5) it is clear that the n
fold increase in the wellbore-fracture contact is 
equivalent to the n-fold increase in a. 

The pressure declines for n identical infinite 
fractures are plotted in Figure 7. The correspond
ing single-fracture cases are also plotted for com-· 
parison. In the figures the notation n(2blv IV is 
used to represent n fractures with aperture ~b ~d 
fracture-wellbore volume ratio VF/Vw• For a given 
2b, the n-fracture pressure decline rate is almost 
n times faster than the one-fracture rate; but the 

n-fracture curves are very similar in shape to the 
one-fracture curve. In principle one can distin
guish whether a measured pressure change is due to 
n-fractures or !-fracture by careful type-curve 
fitting, using Fiqure 4. From the independently
determined fitted values of na and k, n can be de
termined after relating both a and k to 2b (equa
tions (5) and (7)). However, due to the similarity 
in the shape of the type-curves (weak dependence 
on a) it is very likely that the pressure decline 
due to n-fractures is misinterpreted as a single
fracture decay. For example, the 10 (l'IJIII) curve in 
Fiqure 7 may be regarded as a (2.21JIIIl curve. The 
a~rture is thus overestimated bl a factor of 
n 13 (•2.2 for n•lO). This n 11 factor originates 
from the approximate scaling of the pressure with 
toF ~hich is proportional to nak, or n(2b) 3 in this 
case. 

' ~0.1 
O..z 

I 

... 
~ 

9 
Q_Z . 

..:::::: 
~ 0.1 

z a.. 

• ·•o·• 
Zb• l,.m 

.... , ......... 

Figure 6(a), {b). Semi-log tgpe curves of wellbore 
pressure change normalized to the asymptotic pres
sure change due to l~ (a) and l~ (b) fractures. 
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Figure 7(a), (b). Normalized pressure decay at a 
wellbore intersected by n identical infinite frac-
tures. The four curves in (a) have the same well
bore-fracture contact n(2b) •10\.Un but different 
multiplicity n and aperture 2b. The corresponding 
single-fracture (n • 1) curves are in (b) • 

It is also likely to overestimate the aperture 
of a tilted fracture. When the fracture plane 
intersects the wellbore at an angle other than go•, 
the wellbore-fracture contact is an ellipse rather 
than a circle and has a longer contact length. 
Near the wellbore the flow pattern is also nearly 
elliptic in nature. Thus, at early time the pres
sure decline at the wellbore will be mainly affected 
by the increase of the contact length. Without 
knowing that the fracture is tilted, the aperture 
may be overestimated by the one-third power of the 
ratio of the ellipse's perimeter to the circle's 
circumference. In Figure 8 this overestimation 
factor is plotted as a. function of the tilted angle. 
The deviation from the unity is not appreciable 
over large ranges of angles. Flow patterns change 
away from the wellbore and gravitational effects 
will further complicate the picture. 

Both these possibilities of overestilll&tion are 
due to the increase of the fracture-wellbore con
tact length above 2nrw· Since the circumference, 
2nrw, is the shortest contact length between the 
wellbore and a fully intersected fracture, over-
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estimating the aperture is much more likely than 
underestimating it in complic~ted geometry. Due to 
the one-third power of scaling, the degree of over
estimation will not be serious in most situations. 
It should be emphasized that overestimation of the 
aperture is only a possibility. Careful type-curve 
fitting may distinguish the complex geometrical 
arrangements from the simple ones. In some cases 
the long-time pressure behavior will also be useful 
in the analysis. 

... 2 

~ 
~------

Figure 8, One-third power of the ratio of the 
wellbore-fracture contact length of a tilted frac
ture to the wellbore circumference as a function 
of the tilting angle e. 
C. Fractures in Series and in Parallel 

In the above discussion, the early-time pres
sure decline has been emphasized for aperture esti
mation. At early times the pressure behavior is 
mainly determined by the near-wellbore flow and is 
insensitive to the fracture properties away from 
the wellbore. At large times the fracture geometry 
may profoundly affect the pressure changes. This 
is obvious for the single finite fracture shown in 
Figure 2. The deviations from the infinite-frac
ture curves due to no-flow or constant pressure 
fracture boundaries can be used to analyze the 
long-time pressure data. However there are more 
complicated pressure patterns than the single de
cay associated with single fractures. In the fol
lowing, the less simple geometry of two fractures 
of different aperture in series or parallel to 
each other are considered (see the sketch in Fig
ure 9a, b). The analytic solutions to these two 
fracture problems are given in the Appendix. 

To demonstrate the effect of composite frac
tures on transient flow, the pressure declines due 
to a lOlJIII finite fracture with VF/Vw• 1 in series 
or parallel to an infinite fracture (VFIVw • 00 l 
are plotted in Figure 9. For the in-series curves 
in Figure 9a, the early-time pressure decline is 
solely due to the finite fracture which intersects 
the wellbore. The long-time behavior depends on 
the aperture of the infinite-fracture. The smaller 
the aperture the longer it takes for the pressure 

/ 
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to decay to zero. The single-fracture solutions 
with no-flow or constant pressure boundary condi
tion in Figure 2 are simply limiting cases of the 
two-fractures-in-series solutions shown in Fig
ure 9a. 
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Figure 9(a}, (b), (c). Normalized pressure decay 
at a wellbore intersected by a lOlJm fracture with 
finite volume v,.!Vw•l in series (a}, or in paral
lel (b) with an aperture 2b fracture with infinite 
volume. 'I'he product of single fracture solutions 
are presented in (c) for comparison. 
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With both the finite and infinite fractures 
intersecting the wellbore (in parallel, Fibure 9b), 
the water will flow into both fractures and the 
decay will be faster at early time·. Bet~een the 
two fractures with unequal apertures the flow into 
the fracture with the larger aperture will be fast
er and this large aperture will dominate the early
time pressure decline. If the fracture with the 
larger aperture has finite volume, the flow direc
tion in this fracture will reverse at some later 
time in order to further release the pressure 
through the flow into the fracture with the smaller 
aperture. 

It is interesting to compare the in-series and 
in-parallel curves of the sa~~~e two fractures. 'l'he 
in-par~llel pressure decays faster at early time 
due to the larger contact with the wellbore, at a 
later time the pressure decay is slower. The slow
ing of the pressure decay at the later time reflects 
the indirect connectivity of the two fractures in 
parallel. 'l'hese two fractures communicate through 
the wellbore only, thus the compressed water, which 
at early time flows into the large-aperture-finite 
fracture has to flow back to the wellbore before 
flowing to the small-aperture-fracture. The finite 
resistance at the large-aperture fracture delays 
the final decay. In Figure 9c the product of the 
two single-fracture solutions are also plotted for 
comparison. These •nonintersecting" curves repre
sent the approximation of decoupling of the tran
sient flow in the two fractures. From the compari
sons in Figures 9a, b, and c, it is clear that the 
interaction between the two fractures is significant 
at later time. In Figure 10 this comparison is 
summarized for one case. The dots are from numeri• 
cal calculations. 
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Figure 10. Normalized pressure- decay at a well
bore intersected by a lOUm fracture with finite 
volume v,.!Vw•l in series (-J or in parallel (/J 
with a 5~ fracture with infinite volume. The 
single fracture solutions and their produce (x} 
are shown for comparison. Solid lines - analytic 
solutions. Dots • numerical results. 
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Figure ll(a}, (b), (c). Normalized pressure 
changes in the single fracture at distance r • lm 
(a), 10m (b), and lOOm (c) from the wellbore. 
Solid lines • analgtic solutions. Dots • numerical 
results. 

D. Pressure Inside the Fracture 

With only one well the wellbore is the only ob
servation point in the test. The results discussed 
above are all on the pressure behavior at the well
bore. If several wells penetrate the fracture sys
tem, one can use an observation well to monitor the 
effects of the pressure pulse at other pulse wells. 
In Figure 11, the pressure changes at r•lm, 10m, 
m,d lOOm from the pulse well ar~ plotted for the 
single-fracture cases. At a given r the pressure 
will first rise from the initial ambient pressure 
at early time and eventually approach the asymptotic 
pressure value. If the fracture volume is large, 
or r is far away from the fracture boundary, the 
pressure will reach maximum before decaying to PN(~) 
The curves at different r in Figure 11 should be 
compared with Figure 2a which are the corresponding 
curves at the wellbore. As noted earlier, the pres
sure changes at the wellbore are very similar in 
shape for different fracture apertures. Within the 
fractures at r > rw the difference in pressure 
changes are relatively more pronounced. The effect 
of the pressure pulse dissipates faster for larger
aperture fractures. This accounts for the differ
ences in the peak pressure values between the two 
fractures in Figure 11. These single-fracture re
sults at r > rw illustrate the possibility of in
creasing sensitivity in interference tests for stu
dying fracture properties. 

IV. DISCUSSIONS 

In this study, pressure solutions pertinent to 
analyzing pulse packer tests are presented. This is 
a zero-flow-rate well testing scheme which is a va
riant of the slug test. It is a sensitive method 
for studying tight fractures in impermeable forma
tions. The emphasis of the analysis is on the pos
sibility of deducing fracture properties from the 
pressure changes due to transient flow into the· 
fractures intersected by the wellbore. Some of the 
assumptions used in deriving the solutions will be 
discussed below. 

Fracture aperture, or equivalently, fracture 
permeability is assumed to be independent of pres
sure. This should be a good approximation in deep 
formations where the applied pressure pulse is much 
less than the existing pressure in the fractures. 
Extrapolation of the laboratory study7

• 8 of the 
pressure-induced aperture change in the hypothetical 
field condition of lOOOm in saturated granite shows 
that the change in pressure of 20m of water will 
change the aperture by less than one percent. Even 
if the pressure range does induce aperture change, 
the simple solution for rigid fracture applies. 
The diffusivity equation is linear in pressure if 
the permeability is pressure-independent and the 
solutions are proportional to the applied pulse OP. 
By measuring the pressure responses with different 
OP's the nonlinear effect can be easily detected in 
the differences of normalized pressure plots. Thus 
repeat testing with different OP is desirable. The 
test with the smallest OP should be run first to 
avoid possible permanent aperture change in repeated 
loading. With the development of high-precision 
pressure guages it is now possible to make pressure 
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measurements without applying large perturbing pres
sure pulses. Since the primary interest is to study 
the intact fracture properties, the pressure pertur
bation should be minimized so long as the measure
ment accuracy is preserved. 

Other parameters in the governing equations 
are also assumed to be independent of pressure. 
These include the fluid properties (p, B> and the 
wellbore dimensions (rw, Owl. The packer separa
tion, Dwr may change slightly with the pressure if 
the packers are nonrigid. Laboratory studies of 
the pressure response of the packers may be required 
to isolate the packer effects. 

The assumption of instantaneous pressure rise 
at initial time is valid if the rise time of the 
pulse is much shorter than the time required for 
appreciable pressure change. For the lpm solutions 
in Figure 2 this is not a problem. For the lOJ,Jm 
solution, the rise time should be shorter than one 
second. The solutions presented in-this study are 
applicable to any aperture fracture or porous reser
voir as long as the assumption of instant pressure
rise is justified. For studying more permeable 
fractures or formations one needs a larger wellbore 
volume to delay the pressure decline. The time re
quired for a given pressure drop is approximately 
proportional to the volume. In the slug test the 
whole well (without the packers) is the effective 
wellbore. The only limitation on the size of the 
wellbore volume is the requirement of negligible 
drag effect within the wellbore. The wellbore as a 
whole is assumed to have uniform pressure in deriv~ 
ing the solutions. 

Immediately after the pressure pulse the pres
sure decline rate at the wellbore is very sensitive 
to the transmissivity of the fractures which inter
sect the wellbore. The transmissivity can be rela
ted to the aperture by the cubic law. From the 
single-fracture solutions a simple relation between 
the aperture and the time required for a given pres
sure drop has been deduced (Equations (21), (22)). 
With these equations the data can be easily analyzed 
for quick estimation of the aperture. Before the 
test these equations can also be used to help design 
the wellbore dimensions and packer separations, to 
assess the effects of different fluid properties, 
and to estimate the time required for a test. 

The early-time pressure change depends not only 
on the intrinsic transmissivity of the fractures but 
also weakly on the geometrical factors of the well
bore-fracture contact. In principle, the intrinsic 
transmissivity and the geometrical factors can be 
determined separately by carefully fitting the data 
with the solutions. The insensitivity of the shape 
of the type curves on the multiplicity and orienta
tion of the "fractures may introduce ambiguity in the 
analysis of the data. Since the conventional down
hole televiewer cannot resolve dimensions in the 
micron range, these·aspects of fracture geometry 
are difficult to obtain directly. Without know
ledge of fracture spacing and orientation, and using 
the single-fracture solutions to roughly analyse 
the data, the geometrical factors will slightly 
overestimate the aperture in most cases. 
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In addition to the aperture, other information 
about the fracture network properties away from the 
wellbore can be deduced from long-time pressure 
data. The transient flow in the fracture is very 
sensitive to the fracture boundaries. The width of 
the fracture may vary away from the wellbore. The 
effective aperture may increase at the intersecti~ 
with ·other fractures. If the aperture is smaller 
at some distance from the wellbore, the flow will 
be slowed down and the pressure decline at the well
bore will be slowed down. In a completely-closed 
fracture, the pressure will not decay to the ambi
ent pressure but will approach a higher pressure 
determined by the fracture volume. Thus the pre
sence of a closed boundary fracture can be easily 
detected by long-time tests. On the other hand, if 
the fracture opens, the resistance to flow decreases 
and the pressure drop will be faster. In this case 
the decline rate is mainly controlled by the small 
near-wellbore aperture and ~he effect of aperture 
opening is relatively more difficult to detect. 
The small near-wellbore aperture could be caused by 
clogging during drilling. Every effort should be 
made to minimize wellbore damage to avoid the dis
connection of the wellbore with the intact fractures. 

Depending on the packer separation, the sealed 
wellbore may intersect more than one fracture and 
the pressure decline rate will be determined by the 
total transmissivity of the fractures. For frac
tures with identical aperture, the solutions can be 
easily obtained by generalization of the single
fracture solutions. For fractures with different 
ape,tture, the pressure changes are sensitive to 
the relative size of the fracture volume. The 
transient flows in different fractures can interact 
either directly with each other or indirectly through 
the wellbore. These multifracture effects havebeen 
modeled by two fractures with different aperturesin 
series or in parallel with each other. The preli
minary results presented in this study demonstrate 
the potential usage of the long-time data to deduce 
the fracture network properties. 

Single-well single-packer wellbore testing con
cepts can be easily applied to interference well 
testing. The pressure pulse propagating into the 
fractures will induce pressure changes at observa
tion wells or other packer-wellbores in the same 
well. These changes, if observable, will be more 
sensitive to the intrinsic fracture properties be
tween the pulse and observation wellbores. With 
interference testing the transient flow is sensi
tive to the fracture boundaries and fracture con
nectivity in the formation, and the masking due to 
near-wellbore properties can be reduced. Other 
interference testing like simultaneous pulsing will 
undoubtedly provide further information about the 
fractures. In summary, pulse-packer transient well
testing can be developed into an effective method 
for in-situ study of the fracture properties in 
impermeable rock formations. 
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flow velocity at the well-
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APPENDIX 

SOLUTIONS OF THE DIFFUSIV~TY EQUATION 

The diffusivity equation to be solved is: 

at~ + !. aP • !. aP 
or:l r Clr K Clt 

with boundary condition: 

aP aP 
aK}r • rwat at r• r 

w 

and initial condition: 

P(Ol for r• rw 

0 for r > r 
w 

at t • o. 

In terms of the Laplace transformation 

- I., -st 
P(s)(r) • e P(r, tl dt, 

0 

(8) 

(13) 

(16) 

(All 

the time dependence of the diffusivity equation is 
removed: 

:l- -
d P ldP z-P 
dr:l + rdr - q (A2) 

where q1 • s/K. The initial 
dary condition are combined 

condition and the boun-

att::! • rw(sP- P(O)) at r• r • w 
(AJ) 

The qeneral solution of (A2) is the linear combina
tion of the zeroth order modified Bessel functions 

(A4) 

With ·(A3), the coefficients C1 and C1 are related 
by 

C 1 [qrwl<o (qrw) + tlK1 (qrw) 1 + 

Cz [qrwio (qrwl - ai1 (qrw) 1 
r P(O) 

w ----Kq 
(AS) 

With an additional boundary condition at r > r , the 
C's can be determined. Pis typically of thewform 

rwP(O)F(q, r) 
p • Kq6 (q) (A6) 

The explicit expressions for F and 6 for the differ
ent cases will be described below. The solution is 
then obtained by inverse Laplace transformation. 

r 
i •+ o• 

1 st-P(r, tl • -2 . e P( 1crl ds (A7) 
1T1 • -i.., + o+ s 

By contour inteqration, the line inteqral in (A7) 
may be replaced by inteqrals along branch cuts or 
around poles. If P is sinqular along s • 0 to s •-'"' 
(and the small circle around the oriqin qives zero), 

(AS) .. 
P(r, tl • 2P(0) J exlf_Ktu~z _\ x Re (F1q(,lrl) . Jdu 

1T L\ rw f q qr -+-l.u 
0 w 

If p is singular at poles s • 0 and s • - KB 1 
., n (A9) 

P(r, t) •P(O)(Res) +P(O) L (Res) exp(-K6 2 t) 
0 n•l n n 

The residues can be determined by 

( 
qrwF(q, r)) 

(Res)o • Mql q • o 
(AlO) 

( 
2qr F(q, rl) 

(Res)n • q~/dq . 
· q• 16n 

(All) 

(A) SINGLE INFINITY FRACTURE 

The boundary condition at r • • is P • o. Therefore 
c1 • o in (AS) and P is of the form of (A6) with 

F(q, rl • Ko (qr) 

d(q) • qrwKo (qrwl + aK1 (qrwl. 

(Al2) 

(All) 

With (AS), 
.., 

P(r, t) • 2P~Ol I exp(-":uz
1

) 
0 w 

x l Jo(u~)[uYo(u) -aYdul1-

Y0 (u :w) [uJo (u)- a.Jdul 1 f 6~~) (Al4) 

where (AlS) 

6(u) • [uJ 0 (ul-CXJl(u)) 1 + [uYo(u)-o.Yt(ulJ 1 

The pressure at the wellbore in r < rw 
(All) with r .. rw. 

is the value of 

.., 

P( ) 4Ct.P(O) J (- Ktu1)~ 
t • 1f2 exp r z ufl(ul 

0 w 
(18) 

By changing the variable from u to /c;;, the exponen
tial function in the inteqral is expC-t0Fv). 

(B) FINITE FRACTURE WITH NO-FLOW FRACTURE BOUNDARY 

With the boundary condition dP/dr .. 0 at r • rF, 

-Clql<l(qrF) + C:lqi1CqrF) • 0 (Al6) 

With (AS), Pis of the form of (A6) with 

F (q, r) • Ko (qrl I 1 (qrF) + Io (qr) 1<1 (qrF) (Al7) 

d(q) • qrw[l<o(qrw)Il(qrF) + Io(qrwlKl(qrF)) + 

a[Kl(qrw)It(qrF) - It(qrw)Kj(qrF) I (AlB) 

The solution is an infinite series of the form (A9) • 
Using the limiting forms for small arguments of the 
modified Bessel functions, the residue at s • 0 (AlO) 
is: 
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(Al9) 

with o.sa • (2b)/Dw and vF • n(2bl (r 2 - r 2) F w • 

Other roles are located at the zeros of 6(q) at 
s • -KS 2 with S 's being the roots of n n 

(A20) 

Snrw[Yo(Snrw)J,(SnrF) - Jo(SnrwlYl(SnrF)]

a(Yl(S r )J,(8 r l - J 1 (8 r )Y1 (8 r )] • 0 nw nw nw nF 

To calculate the residues of (All) one needs 

cit. 
dq • - rw [qrwKl (qrw) + aKo (qrw)] I 1 (qrF) 

+ rw[qrwi1(qrw~- ai0 (qrw)]K,(qrFl 

+ rF[qrwKv(qrw) + aKl(qrw)]Io(qrF) 

- rF[qrwio(arw) - ai,(qrw)]Ko(qrF) 

(A21) 

- 2aq- 1(Kl(qrwli1(qrFl- I1(qrwlK1(qrFll 

When q• iBn , (6(q) .. 0), 

qrwKo (qrw) + aK1 (qr) 

K1 (qrF) 

-qrwio (qrw) + ai1 (qrwl 

h (qrF) 

• l;, say. (A22) 

With (A22) and the Wronskian relations of K's and I's, 
(A21) is simplified: 

( 
cit.) -Bn zrw 2 - az + 2a + r;;2 

q- .. 
dq q• iS r;; 

n 

(A23) 

Together with 

[ qrwF(q, r>] . .. 
q- J.8 

n 

nB r 
(A24) 

0

2 w[Yo(B r)Jt(8 rF) -Jo(8 rlYd8 rF)], n n n n 

the residues of (All) are: 

n8
0

rwl; 

x (Yo <8 rlJd8 rF) - Ju (8 r)Yt(8 rF) l n n n n 
with 

-8 r Jo <8 r l + aJ1 (8 r ) nw nw nw 
J1CBnrF) l; -

(A25) 

The pressure solution is given by (A9), (Al9), (A20), 
and (A25). 

(C) FINITE FRACTURE WITH CONSTANT PRESSURE 
FRACTURE BOUNDARY 

With the boundary condition P • 0 at r • rF, the ex

pressions for F and 6 are similar to (Al7) and (AlB) 

with the replacements of I1(qrF) + Io(qrF) and 

K1 (qrF) + -Ko (qrF). There is no singularity at s • 0. 

(Resl 0 • o 

The onl¥ contributions are from the poles at 
s • -K8 with B the roots of n n 

B r [Yo(8 r )Jo(8 rFl -Ju(B r )Yo(B rF)]-nw nw n nw n 

(A26) 

a(Yt<S r )Jo (8 rF) - Jt(S r )Yo <B rFll • 0 nw n nw n 

The residues are: 

nBnrwl; 
(Res) n • ---s""z r--_--=a~2.-::-+-2_a_+_r;;""z + 

w 

(A27) 

x(Yo <B r)Jo (8 rF)- Jo (8 r)Yo <B rFl] n n n n 

with 

(A28) 

The only difference between the expressions (A27) , 

(A28) and (A20), (A25) is the interchange of 

J1 (8nrF) .... Jo <BnrF) and Yo <BnrFl- Y1 (8nrF). 

The pressure solution is given by (A9), (A26)-(A28). 

(0) FINITE FRACTURE IN SERIES WITH INFINITE 
FRACTURE 

The diffusivity equations are: 

il 2P1 + .!_ilP1 1 ilP1 for r < r < r ilrZ r ilt .. Kiat w F 

aa2~J + .!.!~ 1 ilFz for rF < r <.., r ilt - K2Tt 
The boundary conditions are: 

ilP1 ilP · 
a,ec1 Tr • r !'ft at r .. r w t w 

ilP1 ilP2 
a1K1 ilr azKzar at r • rF 

P1 • Pz at r .. rF 
P1 .. 0 at r .. .., 

The initial conditions are: 

1 p (0) for r•r 
P1 • w 

at t• 0 
Pz • o for r>r w 

(A29) 

(A30) 

(A3l) 

(A32) 

(A33) 

(A34) 

(A35) 
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The Laplace transformation solutions of (A29), (AJO) 
are: 

P1 c C1Ko(qlrl + CzioCq1rl 

Pz s C3Ko(q:r) + C~Iu(qzr) 

where 

s • K1q1 2 • Kzqz 2• 

With (A34), C~ • 0. With (A32) , (AJJ), 

C1 1 c; • Ca1K1l- [aJKlqlrFIJ(qJrF)Ko(qzrFl + 

azKzqzr~J(qzrF)Io(q,rF)) : C1' 

Cz · 1 c
3 

• (a~Kzl- [a,KlqlrFK,(qJrF)K0 (qzrF) 

azKzqzrFKJ(qzrF)Ko(qJrF)) - Cz' 

The wellbore boundary condition (AJl) and the 
initial condition (A35) determine C3: 

rwP(O) 
C3 • _.;;..":"":"-.-

Klqlt.(q) 

where 

t.(q) s [qlrwKoCq1rwl + a1K 1Cq1rw))CI' + 

[qlrwio(q,rw) - a1I1Cq1rwllCz'· 

With (A39) - (A4l) to (A36), 

rwP(O)F(q, r) 
p 1 - -=----:-.,......,--

KJqlt.(q) 

where 

F(q, r)"' C1'Ko Cq1rl + Cz 'Io Cq1rl. 

The pressure solution is of the form of (AB) 

x Re ~(F ~q(~~)) . J du 
~ q1rw + -l.u 

(A36) 

(A37) 

(AJB) 

(AJ9) 

(A40) 

(A41) 

(A42) 

(A43) 

(A44) 

(A4S) 

with IA42) and (A44). In the limit of Kz < K,, the 
integrand of (A4S l will be singular at u • 0 and the 
u • Bnrw of (A20). The two-fractures-~-series integral 
solution will reduce to the one-fracture-no-flow series 
solution of Appendix (B). Similarly in the limit of 
K~ ::. K1, the solution will reduce to the one-fracture
constant-pressure series solution in Appendix (C). 
In general, depending on the relative magnitude of 
K1 and Kz, the integral of (A44) will have large va
lues in the proximity of u • 0 and u • Bnrw of (A20) 
or (A27). The strongly varying integral can be pro
perly integrated by subdividing the total integral 
into subintegrals between the Bnrw's. 

(E) FINITE FRACTURE IN PARALLEL WITH INFINITE 
FRACTURE 

The diffusivity equations are: 

il 2P1 1 ilP1 1 ilP1 
~+ r-ar ·~at 
il 2 Pz + 1 ilPz 1 ilPz 
TrT r-ar- • "Ki"at" for r < r < "' w 

(A46) 

(A47) 
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The boundary conditions are: 

ilP1 ilPz i)pw 
a1K1 ar + azKz ~ • rwat 

Pz • o 
The initial conditions are: 

for r• r w 

for r > r 
w 

at r • r (A48) w 

at r•r (A49) w 

at r• rF (ASO) 

at r•"' (ASl) 

at t• 0 (AS2) 

The Laplace transformation solutions of (A46) and 
(A47)·satisfying (ASO) and (ASl) are: 

P1 • C1[ Ko Cq1rl I 1 (qlryl + Io Cq1rl K1 (q1rF) I (AS3) 

(A54) 

where q1 and qz are related by (AJB). With (A49), 

C 1 Ko (qzrwl 
-• -c' C3 Ko Cq1rw) I 1 Cq1rF) + Io (q1rw) K1 Cq1rF) = 1 

(ASS) 

The wellbore condition (A48) and the initial condi
tion (A52) determine C3 

where 

rwP(O) 
c, - _..:;_.,....,. ........ 

K1q1fl(q) (AS6) 

(AS7) 

a1c t'_ [I 1 Cq1rwl K1 (q1rF) - K1 Cq1rwl I 1 Cq1rFl J 

With (ASS), (A56) 

where 

where 

rwP(O)F(q, r) 
pI ,. -=-----,....,-..,.--

K1q1fl(q) 

F (q, r) • C1' [K0 (q1r) I1 (q1 rF) + 

Io Cq1rl K1 Cq1rF)) 

rwP(O)F(q, r) 

Pz • K!qJil(q) 

F (q, r) • Ko (qzrl 

(ASS) 

(A59) 

(A60) 

(A61) 

The pressure solutions are of the form of (A45) with 
(A57), (A59), (A61). The integrals are also handled 
by subdividing into subintegrals between the B r 's 
of (A20) or (A27) as discussed -in Appendix (D)~ w 

It is interesting to note that in the special case 
of K1 • K~, ·a1 • az and rF + ... , (AS7) becomes 

!l(q) • qr Ko (qr ) + (a1 + az)K1 (qr ) • w w w (A62) 

(A62) is similar to (Al3) with a1 + a 2 • 2a replacing 
a. In this special case, the two-fracture-in-paral
lel solution reduces to the n • 2 identical fracture 
solution discussed in Section IV-B. The solution 
for n identical fractures can be obtained by gene
ralization of the solution of single fractures through 
the replacement of the parameter a by na. 
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Conceptual model of panially saturatecL fractured, porous 
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Flow Pattern versus Scale of Test 

Prolate Spheroidal Flow Equation InJection Source 

2 2 
T Pw - Po (1) 

Osc = 4 1t k L. T P:: Z Sinh-1[ L/2+z] + Sinh-1[ L/2 z] 
r r 

T 
L 

Flow geometry depends (among other things) on shape and size of 
source. Flow patterns considered: spherical, prolate spheroidal and 

~ radial depending on the ratio (Urw). 
"-.: 

1 
~ rw 

'-.() 

I<!= for Radial flow Equation 
I<! = for Prolate Spheroidal flow Equation 

KR = Ln(L/r,) 

KP Sinh-1 (L/2r"') 

For our tests, radial interpretation is justified 
under the continuum assumption. 
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For Urw >> 1, 

1t L (P 2 
w - P 2 o) 

Osc = k ~ Ln (L/ r w) 
Tsc {3) 

T Psc Z 

which can be written as 

Osc = c llp 2 {4) 

~ where 
~ 
~ 

{S) 1tkL C= 
~ Ln(L/r(l) 

and 

llp 2 = P/ - P/ {6) 

Does not require a fictitious radius of influence. 
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We found empirically that 

Osc = C (dp 2
) n {7) 

~ 
where 

...._ 
n E [0.5,1.0) for inertial flow 

and n ~ 1 for two-phase fluid (> 90% of tests) 

Equation (7) has been used in the gas and petroleum literature, but not for two-phase flow. 
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Application of equation (4) steady state Pressure and corresponding flow rates translate into 
two consistent relationships: 

' 

a) Decreasing permeability with increasing injection pressure. This behavior is related to 
inertial flow effects and has been studied amply in the petroleum and gas literature. 
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b) Increasing permeability with increasing injection pressure. This behavior is associated 
with induced changes in the equilibrium capillary pressure. As air pressure is increased, 
capillary pres~ure, and consequently water content, changes with a concomitant change 
in air permeability. Previous air tests have not reported this behavior. 

'tS 
~ 
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Pneumatic Penneabilitv vs Uean Pressure 
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AIR INJECTION NUMERICAL SIMULATIONS 

VALIDATION ISSUE: Can field pressure responses be reproduced by a two-phase flow 
model? 

Used VTOUGH from LBL. 

Used 238 elements, which increase in size 
geometrically away from the air source. 

Uniform Initial Conditions 

S£=0.75 
Pa = Patm 

Boundary Conditions 

(12) 

Q = Q0 at r = r w (13) 

P = Patm at z=O and r=l. 25m 
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van Genuchten model with parameters a and p was fitted to water release data from Apache 
Leap Tuff (Rhodes, 1993) 

S e { V ) = [ 1 + { U 1Jr ) P] -m (14) 

where 

Release Curve for the Apache Leap Tuff 

0
_
2 

Q!t.fter Rhcdes, 1~ 

1: 0.15 
$ 

m = 1-l:. 
~ . (15) 

c 
0 

0 

j 0.1 ~1-~~-----------------------
5 

g 0.05 These parameters were used to obtain 
~relative hydraulic conductivity for both water 
~ and air using Mualem's model: 

0 I I 11111111 I 11111111 ,,,,,1111 •• 1'fl:il:; I'''""' I 11111111 

k = Sl/2 [1-{1-Sl/m)m]2 
rw e I/~ e 

kra = {1-s:-) {1-s;1m) 2m 
(16) 

0.001 0.01 0.1 1 10 100 
C~ illary Pressure (Bars) 

Simulations were conducted to mimic the 
field experiments (multi-rate injection) varying the initial saturation and the parameter p. This 
latter parameter controls the curvature of the release curve and is associated with the "pore 
size" distribution. 
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Simulated Flow versus Pressure Response 
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VTOUGH SIMULATION (Beta = 3.0) 
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FINDINGS 

• A reliable and repeatable method of conducting and interpreting straddle
packer air-injection permeability tests has been developed and 
implemented. 

• Vacuum extraction tests require unacceptably long time for pressure to 
stabilize. Air injection tests require typically from 30 to 60 minutes. 
Permeability values based on much shorter air injection tests may not be 

reliable. ~ 

• For intervals of length equal to or greater than 0.5 m in boreholes having 
a radius of 5 em at the assumption of radial flow is acceptable. 
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• Pressure response at the AL TS is strongly affected by two-phase flow 
phenomena. Additional theoretical work is needed to develop methods 
for interpreting transient pressure behavior. 

• Under two-phase flow the computed k is non-unique, it strongly depends 
on the applied pressure and exhibits a hysteretic effect. Air 
permeabilities reported without specifying k dependence on pressure 
must be considered ambiguous. It is very important to conduct air 
injection tests at several applied flow rates and/or pressures. 

• Calculated air permeability under such conditions are neither the 
minimum nor the maximum k values that develop in the rock. Instead, 

one obtains intermediate k values representative of conditions near the 

test interval. 
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• When air permeabilities are available at a number of applied pressures, it 
may be possible to determine how close these values are to either 
ambient or maximum permeability. 

• Slip flow (Kiinkenberg effect) appears to be of little relevance to our 
interpretation of single-hole air injection tests at the AL TS. 

• The spatial variability of k from single-hole air injection tests is much 
greater than the variability of k in any given interval. Hence it is possible 
to perform a meaningful statistical and geostatistical analyses. 

• The mean k values are represented by a log-normal univariate probability 

distribution. In most boreholes, the permeabilities exhibit random 

fluctuations about a quasi-periodic background trend. 
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• Unusually high values of k are in some cases associated with known 
fracture traces along the boreholes. However, the presence of 
observable .. fluid conducting .. fractures does not necessarily indicate high 
permeability. 

• Despite the lack of correlation between fracture density and permeability. 
fracture orientations exert an influence on permeability. The mean 

permeability in borehole (V2) is lower (-36.21) than those in the inclined 

boreholes (-34.64 to -34.19), most probably due to the fact that fractures 

tend to be steeply dipping. .. 

• The mean k values g~ve rise to relatively well-defined semivariograms, 
not much different from those from heterogeneous porous media. The 

available k data can be treated as a sample from a random (stochastic) 

permeability field defined over a continuum. 
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• The semivariograms of data from two parallel boreholes at the AL TS 
exhibit a nested stru9ture with two distinct plateaus and correlation 
scales. This phenomenon of variance and correlation scale increasing 
with the scale of heterogeneities agrees with that deduced on the basis 
of world-wide tracer test data by Neuman (1990, 1991, 1993). 

• The arithmetic average of all mean .. k values in borehole Y2 increases as 
the length of the test interval increases from 0.5 to 1.0 m, then decreases 
slightly as the test int~rval increases further to 3.0 m. 
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• Weighted averages of (upscaled) permeabilities underestimate 
permeabilities actually measured in these longer intervals. The error of 
estimation is much smaller for arithmetic than for geometric averages. 
This provides additional support to our contention that flow around the 
injection intervals is predominantly radial. 

• The availability of a reliable method to quantitatively determine the 
degree of rock saturation around an injection test interval would greatly .. 
enhance reliability of permeability determinations by such tests. We 

strongly recommend ~hat research be conducted to develop such a 

method. 
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SUMMARY 

Six "boundary boreholes" were drilled as pan of the Site Characterisation and 

Validation (SCV) Programme from the 360 m. le~el in the the Stripa Mine. Five of 

these boreholes (Wl, W2, N2, N3 and N4) have undergone a hydraulic testing 

programme to detennine the distribution of hydraulic conductivity and head. This 
information is an input parameter for modelling groundwater fluxes within the SCV 

rock mass. 

This repon describes the computer controlled "focussed packer" testing equipment and 

procedures especially developed for testing in the Stripa mine. A multipacker probe 

can isolate a 7m. section of borehole and perform either pulse, slug, constant head or 

constant rate tests to determine the hydraulic conductivity. If significant conductivity 

is present, packers within the isolated interval can be inflat¢ to isolate either 3m. or 

lm. test intervals. This probe allows the distribution of hydraulic conductivity to be 

measured quickly with a positional resolution of lm.. 

Boreholes N3 and N4 exhibit extensive lengths over which the hydraulic conductivity 

is low separating a few well defmed zones with increased water inflow. The other 

boreholes do not contain such extensive lengths of poorly permeable rock. All the · 

boreholes show a close juxtaposition of lm. test intervals with low ana high hydraulic 

conductivity. Heads in the N holes are approximately constant over thcir full length 

while heads in the W holes drop from east to west across the SCV site. 

The distribution of hydraulic conductivity has been correlated with measured fracture 

~itions and orientations for each borehole. Values of hydraulic conductivity and 

hydraulic aperwre have been assigned to each "coated" fracture which has been logged 

as being capable of transporting groundwater. Distribution statistics have been 

calculated for various fracture "sets". 
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PRESENTATION OF BASIC RESULTS 

Information collected during the field testing has been stored on micro-computer using a 

program called FRAC. This provides a database and graphics facility as well as allowing 

detailed comparison of the hydraulic and fracture data. 

The information on hydraulic conductivity can be presented in three forms, namely as 

raw, selected and modified flies. Raw data includ~ results from all the 7, 3 and 1 metre .. 
zones, including repeat tests in some of the zones, which, exhibiting high water flows, 

have been tested using pulse, slug and constant rate·tests. This information can be 

filtered by the operator to produce a selected me in which only one result, the best of 

• those available, is stored for each zone~ Usually, slug or constant rate test results have 

been selected in preference to those from pulse tests as these investigate a larger volume 

of rock. Thus, the selected flle contains results from zones which overlap and zones 

which are wholly contained within others. The programme FRAC allows deconvolution 

of this information to create non-overlapping discrete zones stored as modified flies. 

100 
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T-7X 10 
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Figure 2.1 Deconvolution procedure 
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Deconvolution involves the assignment of hydraulic conductivity to particular depths 

within the borehole. It is similar to the sifting process described in Black and others, 

1987. It can best be explained by a simple example using reference to figure 2.1. 

Testing a 7 metre zone from 100 to 107m. yielded a transmissivity en of 7 X l0-7 m2/s 

or a hydraulic conductivity (K) of 1 x l0-7 m/s. Splitting this zone into two by inflating 

the central packer and testing each yielded aT of 1.5 x 10-11 m2/s from 100 to 103m. 

and 3 x 10-12 m2/s from 104 to 107m.. The zone of greatest transmissivity is therefore 

covei-ed by the central packer, from 103 to 104m. to which can be assigned a calculated 

K of 6.99 x 10-7 mls. Deconvolution is not always so simple as summed 

transmissivities for 1 and 3 metre zones may not equal that of the 7 metre zone due to 

leakage around the packers or other problems. Also, if a packer does not cover a 

transmissive section the calculation ofT for that part of the borehole may be in error to 

some small degree. 

Figures 2.2 to 2.4 presen~ as an example, the raw, selected and modified hydraulic 

conductivity results for borehole WI. All other diagrams of hydraulic conductivity 

presented in this report are from modified files. 

Figure 2.5 shows the hydraulic conductivity profile of borehole WI. To the right of the 

profile is a fracture log, provided by SGAB, showing coated fractures, in this case 

numbering 578 in the tested rock length. This borehole was investigated fully within the 

testing philosophy and there were no equipment problems. The proflle shows that the 

hydraulic conductivity is evenly distributed along the hole with no great lengths of low or 

high water inflow. The total transmissivity of the hole is 1.90 x lQ-7 m2/s measured 

from 8.04 to 135.09 metres depth yielding a mean hydraulic conduct}vity of 1.49 x I0-9 

mls. The total hole depth is 147.3m.. 

Figure 2.6 gives the proflle for borehole W2, which was investigated within the testing 

philosophy. The profile is not as evenly distributed as in W 1 as there is a 15 m. length of 

low hydraulic conductivity adjacent to the drift This hole also contains the five most , 
transmissive zones encountered during the testing programme. There are- 594 coated 

fractures. The total transmissivity of the hole is 2.36 X 10-6 m2/s measured from 7.92 tO 

140.72 metres depth yielding a mean hydraulic conductivity of 1.77 x 1Q-8 m/s. The total 

hole depth is 148.0 m .. 

Figure 2. 7 shows the results from borehole N2. This hole was investigated within the 

testing philosophy for most of its length but some equipment problems were encountered 

C/77. 



and some zone splitting could not be accomplished. The hydraulic conductivity is evenly 

distributed with the exception of three narrow zones exhibiting high values. There are far 

fewer coated fractures, 219, in this borehole. The total transmissivity of the hole is 1.91 

x 10-7 m2/s measured from 7.9 to 194.94 metres depth yielding a mean hydraulic 

conductivity of 1.02 x 10·9 m/s. The total hole depth is 207.1 m.. 

Figure 2.8 gives the proiJ.le of borehole N3. This borehole was the fli'St to be 

investigated during the development of the testin~ philosophy. Additionally, there were 

extensive equipment problems with some of the down-hole valves resulting in inadequate 

zone splitting. However, the proflle shows that the borehole has great lengths of low 

hydraulic conductivity with only two iones with higher values. Some 410 coated 

fractures were logged in the tested sections of this borehole. The total transmissivity of 

the hole is 3.13 x 10·8 m2ts measured from 8.86 to 182.86 metres depth yielding a mean 

hydraulic conductivity of 1.79 x 10-10 m/s. The total hole depth is 192.05 m.. 

Figure 2.9 presents the hydraulic conductivity profile of borehole N4. Some equipment 

and operator problems existed during the testing of the first 80 m. of this hole which was 

investigated outside the testing philosophy. The remainder was tested within the normal 

limits. The bottom 60 m. of the hole has low hydraulic conductivity. Above this there 

are six zones with higher values. Some 641 coated fractures were logged in this hole. 

The total transmissivity of the hole is 4.81 x I0-7 m2ts measured from 8.03 to 207.04 

metres depth yielding a mean hydraulic conductivity of 2.42 x I0-9 m/s. The total hole 

depth is 219 m.. 

Water pressure, or head, measured in metres of water pressure above the borehole 

manifold was also investigated during the testing program. The accurate measurement of 

head in the mine environment, given a requirement for rapid testing, is difficult. When 

equipment is positioned in a borehole the manifold must be opened so that pressures in 

the hole fall to atmospheric. When the borehole is sealed, the pressure builds up towards 

a stable value. Ideally, a fully stable pressure should be achieved prior to any hydraulic 

testing. However, experience during the program indicated that periods in excess of 20 

hours would be needed for full stability to occur. This length of time would have greatly 

increased the testing period and, therefore, many individual tests were performed against 

a changing head. The pattern of heads resulting from such measurements will show a 

scatter away from stable values. Additionally, water pressure changes may result from 
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ANALYSIS OF BOREHOLE WI 

Figure 3.1 is a plot of log (I 0) of test zone hydraulic conductivity (K) against zone 

frequency. The distribution is approximately log normal. The distribution is further 

divided by zones containing either 0, 1, 2 or greater than 2 coated fractures. Most of the 

zones contain greater than 2 fractures indicating that assi~ent of conductivity to 

individual fractures is infrequently possible. Only two zones with significant hydraulic 

conductivity contain single fractures. Figure 3.2 presents two rose diagrains. The upper 

shows the number of fractures with certain directions of dip and the lower shows the 

summed transmissivity, calculated by equal assignment, of those fractures. Information 

is auto-scaled to fit in each rose so that either the peak count or peak transmissivity 

should be consulted to assess the true scale. Non-orientated transmissivity is that which 

has been assigned to fractures of which the orientation and dip is not known. The 

transmissivity rose is set to a linear scale to highlight directions with increased water 

flow. From the upper rose it can be seen that most fractures dip to either the east or west· 

(090° or 180°). The lower rose, however, shows that the bulk of the transmissivity is 

concentrated in fractures dipping 090°. There is a secondary direction of 300° which is 

unrelated to fracture numbers. 
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Figure 3.3 shows the same infotination as the rose diagrams but in grea~ detail. An 

array format is used with the direction of dip along the top and the angle of dip down the 

side. This form of presentation shows that most of the fractures dipping 090° and 180° 

are doing so at a high angle of between 70° to 90°. The greatest transmissivity is 

associated with the steeply dipping fractures. 

Figure 3.4 presents three rose diagram groups representing the fracture orientation and 

transmissivity distributions for particular depths in the borehole. From 10 to SS m. 

transmissivity is clearly associated with fractures orientated 090° and 3000. Between SS 

and 90m. the transmissivity pattern is more diffuse but tends to concentrate from 250° to 

300°. Below 90 m. the 090° direction is again strong. 

Figure 3.S is a plot of cumulative percentage against the log(lO) of aperture (2b) 

measured in micrometrcs of specified dip direction ranges determined from the rose 

diagrams. Thus 0-40, at the top of the legend, indicates apertures from all those fractures 

with a direction of dip between 0° and 40°. NON represents fractures which are not 

orientated. The lower plot is detail of the upper one showing the distribution of the larger 

apertures. The figure indicates that the distributions of apertures are similar. 

TABLE 3.2 DIS1RIBUI10N PARAMETERS FOR BOREHOLE W1 

DlP.DIR. DEPTH #f MEAN SD 9S% 99% Sk Ku 

0-40 

40- 120 

120-240 

240-320. 

320-360 

8- 13S 14 0.69 0.31 1.31 l.S1 +0.37 -1.6S 

8 -13S 228 0.60 0.12 1.41 1.67" -0.43 -0.39 
8-SO 63 0.49 0.36 1.19 1.42 -0.11 :.0.8S 
S0-100 97 0.66 0.36 1.37 1.59 +0.03 -0.69 
100-13S 68 0.61 0.51 1.61 1.93 -0.78 -0.6S 

8'~13S 27 0.63 0.38 1.38 1.62 -0.15 -O.SO 

8 -13S 302 0.56 0.44 1.42 1.69 -0.34 -0.1S 
8 -SO 104 0.6S 0.36 1.35 l.S6 +0:12 +0.21 
so -100 103 0.6S 0.37 1.37 1.61 +0.16 -0.49 
100- 13S 9S 0.3S 0.52 1.37 1.69 -0.11 -1.22 

8-135 11 0.54 0.25 1.04 1.19 +1.4S +0.96 

This apenure information has been statistically analysed and the results arc presented in 

Table 3.2. Some explanation of this table is in order. DIP DIR refers to the range of 
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DISCUSSION AND CONCLUSION~ 

Comparison of the hydraulic conductivity profiles indicates that boreholes WI, W2 and 

N2 are very similar, despite the fact that N2 contains significantly fewer fractures. None 

of them show continuous lengths of low hydraulic conductivity, less than 1 x 1 Q-11 rnls. 

All show a juxtaposition of 1 m. zones with low and high hydraulic conductivity. 

Boreholes N3 and N4 have extensive lengths of low hydraulic conductivity separating 

well defined zones with increased water flow. 

The pattern of water pressure distribution is markedly'differcnt for theW and N series 

boreholes. In both W holes the pressure drops from east to west across the site showing 

a gradient for water movement in this direction. Pressures in -the N boreholes are 

relatively stable, except adjacent to the mine tunnels, suggesting that they are almost 

perpendicular to the direction of flow. A general flow north-east to south-west across the 

site is indicated by the water pressure information. There may also be some vertical 

gradients. However, a three dimensional analysis will be required to defme the local 

gradients more accurately. • 

Comparison of the hydraulic conductivity and fracture orientation information in order to 

provide distribution statistics on the fracture ''sets" has not proved satisfactory for several 

reasons. Firstly, the positional accuracy of fractures is variable over the length of each 

borehole so that uncertainty exists in assigning a particular fracture to a particular test 

interval. Secondly, there are too many fractures logged in each borehole to allow a 

significant number of test interVals to contain single fractures at the testing resolution of 

lm.. Many test intervals contain 2 or more fractures so that the measured hydraulic 

conductivity cannot be assigned to a particular fracture but must be equally assigned to 

each. This creates a distorted aperture distribution. Lowering the testing resolution to 

0.2 m. could produce many intervals with only a single fracture but at a cost of greatly 
'* increased testing time~. However, the comparison has revealed some interesting 

patterns. In the W holes fracture orientations are dominantly dipping steeply in the 090° 

and 270° directions. Transmissivity is concentrated in the 090° and 300° directions with 

some in the 270° direction. The east and west dipping fractures strike north to south and 

will be rarely encountered by the N boreholes. The N holes tend to show a far greater 

spread of fracture orientations but transmissivity is concentrated in fractures dipping to 

the north-east, south-east, north-west, and south-west 
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Table 3.1 Data as distributed on different measurement scales and boreholes. 

El 10 22 

Nl 10 9 

V1 10 42 

Fl 10 19 

F2 10 23 

F3 13 27 

F4 10 28 

FS 10 28 

F6 10 23 

N2 1-7 1 80 199 

N3 1-7 1 46 184 

N4 1-7 1 71 212 

WI 1-7 1 102 140 

W2 1-7 1 93 140 

Cl 1-7 1 46 143 

C2 1-7 1 39 143 

C3 1-7 1 29 92 

R4 2 10 

R9 2 11 

tjf7 
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Table 5.3 Summary statistics for N2-N4, Cl-C3 (subsets of data) 

~li 
N2 3-7m -10.34 0.58 -10.93 -10.35 -9.81 1.12 I 7.4 I 32 

N2 <2m . -9.65 1.02 -10.35 -9.72 -9.08 1.27 I 10.5 I 48 
~ 

........... II N3 3-7m -10.26 0.53 . -10.64 -10.13 -9.83 0.81 7.1 29 

N4 3-7m -10.67 1.17 -11.64 -10.75 -10.19 1.45" 10.1 29 

N4 I <2m I -9.39 1.82 -10.19 -9.48 -8.31 1.88 14.3 I 42 

C1 I 3-7m I -10.47 0.36 -11.14 -10.49 -9.98 1.16 5.7 I 20 

C2 I 3-7m I -10.35 0.71 -11.22 -10.22 -9.73 1.49 8.2 22 

C3 I 3-7m I -10.40 0.68 -11.40 -10.14 -10.00 1.40 8.0 13 



' 

Table 5.4 SCV site - lm data - summary statistics (individual boreholes) 

Wl I -10.23 1.48 -10.96 -10.35 -9.40 1.56 11.9 140 
-

~;; 
W2 I -10.01 3.30 -11.43 -10.08 -8.80 2.64 18.2 140 

N2 I -10.60 I 0.90' I -11.25 I -10.70 I -10.05 I 1.20 I 9.0 I 199 
l'J .. 

N3 I -10.89 I 0.85 I -11.41 I -10.85 I -10.52 I 0.89 8.5 184 

N4 I -10.95 I 1.84 I -11.92 I -11.28 I -10.15 I 1.77 12.4 212 

C1 I -10.84 I 1.09 I -11.43 I -10.92 I -10.54 I 0.89 9.7 143 

C2 I -11.02 1.22 -11.73 -11.00 -10.55 1.18 10.0 143 

C3 I -10.89 0.96 -11.66 -10.85 -10.15 1.50 9.0 92 

l % 
~ !II 

i ... 



' 
Table 5.5 SCV site - lm data - sutnmary statistics (pooled populations) 

Wl,W2 -10.12 2.40 -11.02 -10.21 -8.96 2.06 15.3 280 

N2,N3,N4 -10.82 1.25 -11.51 -10.85 -10.26 1.25 10.3 595 

C1,C2,C3 -10.92 1.12 -10.55 -10.90 -10.49 1.07 9.7 378 

II 
All -10.69 1 t.56 1 -1t.44 J -10.80 1 -1o.o1 I 1.37 I 11.7 J 1253 

\l'. 
~ 

· ~ · Table 5.6 SCV site - lm data - summary statistics (reduced pooled populatimas) 

W1,W2 I .-9.78 2.36 -10.78 -9.77 -8.70 2.08 15.7 202 

N2,N3,N4 I -10.31 1.67 -11.26 -10.50 -9.49 1.77 12.5 221 



Semi --vaYio9rom: 

a measure of 
Spa.ti af Cov-re ( att'on 

between . F'~ts a 

distance, s , apdrt 

C'(s)=± E [(Z(x+s)-Z(x)Jj 

-----

140 



l 
\ 

h = 1 

h • 2 

h = 3 

h = 4 

h = 5 

h = 6 

y(h) = ( 

where 

Example: 

1 

2N(h) 

Z(X) 

3.0 

3.0 

3.0 

3.0 

3.0 

3.0 

N(h) 
) r 

i = 1 

2.0 

2.0 

2.0 

2.0 

:;::: 

2.0 

2.0 

[Z(X;) 

7.0 4.0 

7.0 4.0 

7.0 4.0 

7.0 4.0 

+ + 

7.0 4.0 

7.0 4.0 

- Z(X. + h)]2 
1 

= sample value at point X, and 

5.0 6.0 9.0 

5.0 6.0 9.0 

5.0 6.0 9.0 

5.0 6.0 9.0 

5.0 . 6.0 9.0 

5.0 6.0 9.0 

N(h) = number of sample pairs for a lag h. 

For h = 1, y(l) = 3.83 

• 1/2{6)[(3-2)2 + (2-7)2 + (7~4)2 + (4-5)2 

+ (5-6) 2 + {6-9) 2] 

Fiaure 5.3. Example of one-dimensional semivariogram construction 
{arbitrary units). 



Figure 5.4. 
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Distance class construction for a two-dimensional 
semivariogram (after Journel and Huijbregts, 1978) . 
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Figure 2.3 Block diagram of fracture zones in the Briindan area. 
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Table 3.1 Values of hydraulic transmissivity calculated from 

2m-tests and 0.11 m-tests (from Ekman et al. 1988). 

2 m- T2m 
sections 

( m) ( m2j s) 

202-204 8.6E-4 
204-206 8.6E-4 

202-206* 1.7E-3 

212-214 1.4E-5 

258-260 7.0E-6 

260-262 8.4E-4 
258-252** 8.4E-4 

.. 

0.11 m
sections 

(m) 

202.00-203.98 
203.98-206.07 

202.00-206.07 

212.00-214.09 

258.00-259.98 

259.98-262.18 
258.00-262.18 

To.11 m 

(m2/s) 

2.9E-4 
1.6E-3 

1.9E-3 

4.3E-5 

3.2E-5 

1.6E-3 
1.6E-3 

* Transmissivity values for the total of Subzone 1 
** , Transmi ssi vi ty va 1 ues for the total of Subzone 3. 

Rock unit 

Subzone 1 

Subzone 2 

Subzone ·3 
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Case ffiein36: Isotropic exponential model (direct fitting) (SAM 92-865-029) 

Range = 417.45 
Sill = 2.0139 

Cross-validation statistics: 
MRE = 0.00499 
MSRE112 = 1.06 
MSE112 = 0.193 

Case ffieil36: Isotropic exponential model Oag-dass fitting) (SAM 92-865-030) 

Range = 499.86 
Sill = 1. 9705 

Cross-validation statistics: 
MRE = 0.0048 
MSRE112 = 1.17 
MSE112 = 0.193 

Case ffisin36: Isotropic spherical model {direct fitting) (SAM 92-865-031) 

Range = 389.65 
Sill = 1.7636 

Cross-validation statistics: 
MRE = 0.00459 
MSRE112 = 1.54 
MSEl.'l = 0.193 

Case ffisil36: Isotropic suherical model Oag-class fitting) (SAM 92-865-032) 

Range = 405.79 
Sill = 1. 9027 

Cross-validation statistics: 
MRE = 0.00466 
MSRE112 = 1.52 
MSEI/l = 0.193 
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Table D.1 Probability-Distribution Fitting Statistics 

FITTED PARAMETERS* (maximum-likelihood estimates) 

Wei bull 

Gamma 

Normal 

Location 

6.20 

6.20 

8.05 

DISTRIBUTION CHARACTERISTICS 

Data 

Wei bull 

Gamma 

Normal 

TEST STATISTICS 

Wei bull ... 

Gamma 

Normal 

Mean 

8.05 

8.02 

8.05 

8.05 

15.6 

31.5 

30.9 

Variance 

0.83 

0.93 

1.42 

0.83 

11.9 

14.9 

27.6 

a1 Shape 

1.96 

2.40 

B Seale 

2.05 

0.77 

0.91 

Coefficient of 
Skewness Kurtosis 

0.26 . 
0.64 

1.29 

o.oo 

K-S 

0.082 

0.112 

0.122 

2.10 

3.28 

5.49 

3.00 

K-S, Alpha Level 

.20 

.10 

.10 

* Refer to Figure 0.1 for a description of the parameters. 
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Fig. 2. Location of boreholes at the Oracle site. 

TABLE 1 

. . 
Sample statistics of single-hole base-ten log (natural log in parentheses) hydraulic conductivity 
data, originally in ms- 1 

Number of samples 
Minimum 
Maximum 
Mean 
Variance 
Skewness 

Original Data 

102 
-10.2 
-5.22 
-7.97 ( -17.9) 

1.53 (8.10) 
0.19 

Leakage-corrected data 

99 
-10.1 
-5.22 
-7.87 ( -18.1) 

L30 (6.88) 
0.24 
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Fig. 4. Regularized exponential semivariogram (solid curve) fitted to vertical sample semivario
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50 data pairs. 
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Fig. 5. Regularized spherical semivariogram (solid curve) .fitted to vertical sample semivariogram 
(circles) of base-ten log hydraulic conductivities. Open circles were obtained from fewer than 50 
data pairs. 

TABLE 3 

Vertical semivariogram parameters for single-hole base-ten log (natural log in parentheses) hy
draulic conductivity data 

Parameter 

Integral scale (m) 
Range(m) 
Sill of underlying semivariogram 
Nugget constant 
Regularized sill 
Experimental sill 

Parameter estimates 

Exponential model 

15.0 

1.60 (8.48) 
0.15 (0.80) 
1.47 (7.81) 
1.62 (8.61) 

Spherical model 

13.0 
34.7 

1.45 (7.69) 
0.15 (0.80) 
1.37 (7.27) 
1.52 (8.06) 
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Fig. 6. Regularized exponential semivariogram (solid curve) fitted to vertical semivariogram 
(circles) of base-ten log hydraulic conductivities corrected for leakage. Open circles were obtained 
from fewer than 50 data pairs. 
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Fig. 7. Regularized spherical semivariogram {solid curve) fitted to vertical semivariogram (circles) 
of base-ten log hydraulic conductivities corrected for leakage. Open circles were obtained from 
fewer than 50 data pairs.. 

TABLE 4 

Vertical semivariogram parameters for leakage-corrected single-hole base-ten log (natural Joe 1n 
parentheses) hydraulic conductivity data 

Parameter 

Integral scale (m) 
Range(m) 
Sill of underlying semivariogram 
Nugget constant 
Regularized sill 
Experimental sill 

Parameter estimates 

Exponential model 

15.0 

1.45 (7.69) 
0.15 (0.80) 
1.33 (7.08) 
1.48 (7.87) 

Spherical mod~l 

13.0 
34.7 

1.30 (6.89) 
0.15 (0.80) 
1.23 (6.52) 
1.38 (7.31) 
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( .. 
I .. acture densities are also an1enable to geostatistical analysis, and exhibit a 

I 
l 

·stinct scale effect. The following figures are fron1 de Marsily (267-277, 

IAH Men1. XVII, Hydrogeology of Rocks of Low Pern1eability, Tucson 

Congr., 1985) and references therein. 
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Variogra. in the NW-SE direction. Density of 
fracture (number of fractures per block on a 
grid of 180 x 180m). Caussenarde plateau, 
S. France. Results show two Imbedded spherical 
variograms, I.e., two classes of fractures. 
After Razack (1984). 

Global variogram. Density of fracturation 
(number of fractures per block on a grid of 
1 x I ~). Granite of Fanay-Augires, France, 
Aerial photograph 1:15,000. After Beucher, 
1!!133. 

Kriged density of a family of fractures on a 
cross-section, using the measurements along 
the tunnel, and at several outcrops on the 
mountain. Granite du Haut du Them, Vosges, 
France. After Rossler & Sandmeler, 1983. 

-
Figure 2: Variograms of different fracture properties, in various sites. 
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Kriged den~ity of total fracturation (number 
of fractures on a regular grid 180 x 180 m) 
from local measurements on aerial photograph. 
Caussenarde plateau, South France (limestone). 
After Razack, 1984. 

Figure 3: Kriged estimates of fracture density at tYo differe~t locations. 
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.A versatile new approach ... 

r ·GSLI B: Geostatistical 
Software Library and 
User's Guide 
Clayton V. Deutsch, Exxon Production Research Company, 
and Andre G. Joumel, Stanford University 

Geostatistics is a tool scientists can use 
to organize phenomena fluctuating in 
space and time. Originally, this type of 
statistics helped improve forecasts of 
ore grade and reserves. The wide
ranging nature of geostatistics, how
~~ver, can be applied to a variety of other 
areas, including pest control, pollution 
monitoring, and petroleum reservoir 
characterization. 

GSUB: Geostatistical Software Library 
und User's Guide provides students a 
starting point for designing custom 
programs, crafting advanced applica
tions, and carrying out research. Besides 
its value for students, GSLlB will benefit 
reasonably advanced practitioners and 
researchers who need powerful, flexible, 
and documented programs that are not 
confmed to user-friendly menus. 

GSUB offers students the most 
advanced methods in the field, such as 
indicator kriging and several forms of 
conditional simulations. All of these 
<tre developed irl three dimensions and 
c:an be run in any kirld of computer. 

Students will receive the GSUB user's 
guide and Fortran source code on two 
diskettes. The focus of this book concen
trates on the three major problem areas 
of geostatistics: quantifying spatial 
variability, generalized linear regression 
techniques, and stochastic simulation. 
Students can ~e advantage of addi
tional utility programs as well as 
problems sets with partial solutions. 

GSUB is an ideal and practical 
hands-on resource for students and 
teachers of advanced geostatistics, 
mathematical geology, environmental 
engineering, petroleum and minins 
engineering, hydrology, agronomy; and 
geotechnical engineering. 
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simulations, among other 
methods 
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. ~pose that y(x) is statistically isotropic with mean <y>, variance a2 and 

~.-*~relation scale A. Consider a cube-shaped rock san1ple fron1 this field with 

sides of length L. Then, for L >> A, the cube can be associated with a well

defined, detern1inistic (nonrandon1) effective (equ_ivalent) permeability ke. 

This is the pern1eability one would obtain if one imposed externally a uni

fornl hydraulic gradient across the cube, and n1easured the resultant flow 

rate. 

Suppose that the smallest cube for which this is true has sides of length La. 

Then this cube defines an REV (Representative Elementary Volume) for 

; y(x) field. Any cube with sides L. ~ L0 >> A has the san1e ke value; the 

f j is uniforn1 when its pern1eability is evaluated on measurement scales 

(supports) L > L0 but is nonuniforn1 (and in fact randon1) when k is mea

sured on sn1aller supports (L < La). Clearly, all the single-hole packer test 

data we have exan1ined so far are associated with sub-REV support scales . 

. i 
..... -.... . .. . . - '·· ~ .. 

·' 
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Matheron (Elements Pour une Theorie des Millieaux Poreaux, Masson et (J 
Cie, Paris, 1967) conjectured that '""·" ~ 

ka = e<Y> 
0 

where ka is the geon1etric mean of k(x), and E is the Euclidean dimension 
0 

of interest. This is rigorously valid for the one-dimensional case (E = 1) 

where ke = harn1onic n1ean kh = kgexp(- 0 2/2), and for the two-dimensional 

case (E = 2) where ke = kg. In the three-din1ensional case (E = 3) 

ke = kg exp [ Efi] 

As shown 1n the figure (Neuman and Orr, Water Resour. Res., 29(2), ( 

341-364, 1993), this has been validated numerically for o2 as large as 7. A ~ .. 

sin1ilar expression for statistically anisotropic n1edia has been verified at the 

Oracle crystalline rock site for o2 > 7 by Neun1an and Depner (Jour. 

Hydrology, 102(1-4), 475-501, 1988). 

• 

' 
' 
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The following figure (Paleologos, Ph.D. Dissertation, Univ. Arizona, Tucson 
. ' ') 

1994; Neun1an et a!., 451-473 in Con1putational Stochastic Mechanics, Con1p. 

Mech. Publ., Boston, 1993) shows how the ratio ke /kg varies with o2 "'"~~> 

(variance of In k) as a function of p = L/2"'A (ratio between sample size and 

twice the correlation scale). Only when p ~ 4 (L ~ 8"'A) does Matheron's for

mula for ke hold appro-ximately true (this formula was derived for L >> A 

or, forn1ally, for an infinite L). As L decreases relative to A (as p decreases), 

kegrows relative to ka. In the limit as the san1ple becomes sn1all relative to 
:;, 

the correlation scale (p ~ 0.01 or L ~ "'A/50), ke approaches the arithn1etic 

mean ka = kg exp(a2 /2) of k. 

We thus see that for a sample of r~ck to constitute an REV, it must (, ) . 
measure at least 8 times the correlation scale of the In k field, 

I ~-o > 8"'A I 
Sn1aller 3-D rock samples will have effective permeabilities that are, on the 

average, larger than those corresponding to the REV. Moreover, these 

effective pern1eabilities will vary randon1ly fron1 san1ple to san1ple; only their 

average is shown in the attached figure. The variance of In ke is zero for L 

~La > 8"'A (i.e., the effective permeability is deterministic on the REV 

scale) but nonzero for L < Lo (the effective permeability is random on 

sub-REV scales). It increases as p decreases and tends asyn1ptotically to 0 2 

(the variance of In k) as p becon1es sn1all (actually as p approaches 0.01 ). 
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Available sen1ivariogran1s of log pern1eabilities fron1 single-hole packer tests 

in fractured rocks suggest that A. can vary from n1eters to decan1eters or 
-, 

n1ore. Hence, to the extent that REV's exist for such rocks (a pren1ise we w>i> 

will soon question), they n1ust measure decan1eters or hundreds of n1eters 

across. There presently is no known technology to measure the permeabil-

ity of such large fractured rock volumes, especially in low-permeability 

environments. Therefore, practically all measurements of fractured rock 

permeability are done on sub-REV scales (supports). We mentioned that 

if these n1easuren1ents are an1enable to geostatistical analysis, they represent 

stochastic continua. The san1e is true about effective block values obtained 

by scaling up such n1easuren1ents unless the blocks are sufficiently large to 

constitute REV's. 

' ' 



We consider over 130 apparent longitudinal dispersivities aaL from tracer 

~· - -·~ies worldwide in a broad variety of geologic media, under diverse 

ditions of flow and transport, corresponding to scales from 10 em to 

3,500 m. 

T hese aaL were obtained from Fickian models which did not account for 

spatial variations in permeability k (assumed uniform medium . with k = 
constant). Stochastic theories of flow and transport in nonuniform media 

suggest that spatial variations in k · which are not modeled directly 

should show up in aaL. 

We therefore ask: What can the available aaL values teach us about the 

s tial variation of k? 
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Most stochastic theories consider y = In k to be statistically homogeneous 

with finite variance u2 and correlation scale >... For purely advective 
') 

tr· sport in statistically isotropic 3-D y-fields with exponential autoco-

variance under a uniform mean driving force, Neuman and Zhang (1990) · 

predict 

where 

tn = s~t) << 1 Pe = 

I "'L .. "'ooL = Au' I as t .. oo 

s(t) = mean travel distance 

tn = dimensionless distance (or time) 

Pe = Peclet number 

cxooL 

cx
00

L = asymptotic (Fickian) longitudinal dispersivity. 

~ 1 

ce 1n a statistically homogeneous medium, cxL increases linearly with 

s(t) toward a constant asymptote. So should cxaL from Fickian models. 

This is not what happens, except locally (as in the Borden experiment). 
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Instead, upon setting 

experimental scale of tracer studies = s(t) 

find I "'aL eo 0.017 sl.SI 
with regression coefficient R2 :!: 0. 75 and narrow 95% confidence intervals . . 

Regression line explains· 3 I 4 of data variation about mean. Remaining 1 I 4 of 

variation can be attributed to 

- experimental and interpretive errors 

- deviations from ideal conditions 

= nonergodic behavior 

= nonexponential autocorrelation 

= nonuniform mean head gradient (driving force) 

= hydraulic and statistical anisotropy 

Clearly, the observed O!aL values do not arise from a statistically homo

geneous y-field. Instead, consistency with the regression model requires 

that 

ideal C0 = ~ x 0.017. 

or, equivalently, a (power law) semivariogram 

I -y(s) = c.s2"' I w = 0.25 = Hurst coefficient. 



/ 

One way to construct such a semivariogram: Consider a continuous 

hierarchy of homogeneous y-fie1ds, each with an exponential semivariog- () 

ram 

')'(s;n) = a2(n)(l - e-ns) 

where 2( ) Co 0 < 2w < 1 a n = 1 +2w 
n 

n = i = wave number (mode; spatial pe~iodicity of y). 

Integration with respect to n from 0 to oo yields 
2w 

')'(S) = C0S • 

This represents a self-affine random y-field with homogeneous increments; 

is (the only) valid semivariogram for such fields over the broader range 

0 < w < 1; can be associated with fractal dimension 

0<W<l 

where E = topological dimension. 

Clearly, y has no finite variance or correlation scale. 

- When w > 0.5 and D < E + 0.5, y-increments are positively correlated 

(sn1ooth variations, long-range persistence of positive and negative values = 

Hurst phenomenon). 

- When w = 0.5 and D = E + 0.5, y-increments are uncorrelated (Brownian 

motion). 

- When w < 0.5 and D > E + 0.5, y-increments are negatively correlated 

(noisy variations; antipersistence; short-range effects dominate). 



EFFECT OF CONDITIONING 

Representing heterogeneity (y-variations) explicitly in the transport 

n1odel based on "field data is tantamount to conditioning the stochastic des

cription of the y-field on these data. Conditioning 

- filters out low-frequency modes from the y-field 

- renders the y-increments nonhomogeneous 

- reduces the variance and correlation scale of y. 

Hence aaL from conditional models should increase more slowly with scale 

than aaL from unconditional models. 

1· · s is verified by the available tracer data. 
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DIRECT INDEPENDENT VERIFICATION . 

The above conclusions concerning y = In k were obtained indirectly from 

tracer studies. Can they be verified by considering actual k data? 

We present some · independent verifications of multiscale permeability 

behavior and the (idealized) scaling rule for y = In k, 

I -y(s) = c0Vs I 

( ) 

' ) 
··~ 
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Figure 2: Minimized chi-squared fit of transmissivity data for binning with 
Nfti,. = 20, m/ti,. = 20. 
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AFFINlTY - weighted fit for variognm (30 bi.ns>20 i.a each) 

- -4..546+0.684*ln(h} 
o omc:asu=f 

Figure 3: Minimized chi-squared fit of transmissivity data for binning with 
N~n,. = 30, mltin = 20. 

Ntnn slope standard constant standard confidence 

bins /3 deviation up Q deviation (j a level Q 

20 0.65266 0.081 -4.277 0.726 47.0% 

30 0.68410 0.087 -3.795 0.776 21.0% 

Table 1: Values of chi-squared minimization fit parameters. 
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EQUIVALENT (BLOCK) PERMEABILITY 

Brace [1980, 1984] found that permeability k, measured on samples of sedi

mentary and crystalline rocks, grows with experimental (support) scale~ 

Clauser [1992] illustrated a similar apparent effect for crystalline rocks 

world-wide. 

For a Gaussian, statistically homogeneous, isotropic y-field under uniform 

mean flow in an infinite domain [Matheron, 1967] 

E=1 

ForE= 2 

ForE= 3 

ke = effective permeability = kgexp[o•( ~ - ~)] 

ke = kgexp(-a2/2) = harmonic mean of k; 

ke = kg = geometric mean of k; 

ke = kgexp(a2/6). 

Analogous results are available for anisotropic and bounded y-fields. 

In a sample of characteristic length L, only correlation scales A. ~ L come 

into play. Hence we expect a2 to grow with L. This implies that 

ForE= 1 

For E = 2 

E=3 

ke should (generally) decrease with L; 

ke should not vary systematically with L; 

ke should (generally) increase with L. 



Extren1e anisotropy can alter the flow regin1e from three-din1e.t;1sional to pre-

dominantly two- or one-din1ensional, and fron1 two din1ensional to predonli-

nantly one-din1ensional. The actual degree of anisotropy encountered in · 

any given pern1eability test, and the prevailing boundary condition~, are . . 

often unknown or uncertain. However, regardless of what the prevailing 

test conditions n1ay be, ke is always given by 

~ = 1 for infinite statistically isotropic media 

0 < ~ ~ I for bounded statistically isotropic media 

I ~ ~ ~ E for infinite statistically anisotropic media. 

(} 
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ferent charaaeristic length scales for laboratory measurements, borehole tests, and regional 
scale measurements (illustrated here in a motorway tunnel). . . Sll 
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Effective Hydraulic Conductivity of Fractured Clay Beds 
at a Hazardous Waste Landfill, Louisiana Gulf Coast 

JEFFREYs. HANOR 

Dt:pcrnment of Gt:ology wrJ Gt:nplr~·sic-s. umisiamr Swte u,;,·ersiry. Batmr Rmtgt! 

Inst:~.llation of surface levees nnd subsurface slurry wnlls nround a 1600-m by 950-m hazm-dous wnste 
Jnndfill in southeastern Louisiana has inndvertently converted the site into a large-scale permeameter. 
Differences in water levels in wells screened above and below a 15-m-thick clay "confining layer·· 
define a vertical hydraulic gradient of +0.1. Basic climatological data permit c:1lculation of a complete 
water budget for the site. including vertic:1l rcchnrge q: down through the clay. Cumulative 
precipitation over a 44-month period was 5.5 m. and recharge was over 1.0 m. The c:1lculated vertical 
hydraulic conductivity of the clay sequence is npproximately 10-5 ems -I, up to 4 orders of magnitude 
higher than laboratory values for the same sediment. lnterc:Wued sands :md zones of pedogenic 
secondary porosity and fracturing developed during periods of subaerial weathering are apparently the 
dominant controls on vertic:U perme:1bility, not the matrix properties of the clay. 
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hydraulic conductivity determined from water balance calculations. 
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CONCLUSIONS 

1. Geologic media may possess discrete natural scales at which the 

log permeability (y) field is homogeneous. Such discrete scales occur at best 

intermittently over relatively narrow bands of the scale spectrum. When 

one juxtaposes a wide variety of geologic media one finds y-fluctuations on 

a continuum of scales. 

2. About 75% of this y-fluctuation can be captured by the simple 

model (scaling rule,- power-law semivariogram) 'Y(S) ~ c0~/s. The model rep-

resents a random fractal with dimension D != E + 1 - w and a Hurst coeffi- . ,_ ) 

cient w ::: 0.25, or a y-field with homogeneous and negatively correlated 

increments (characterized by noisy variations, antipersistence, and the 

dominance of short-range effects). 

3. Apparent longitudinal dispersivities aaL vary with scale as a 

positive power of the Hurst coefficient w and a negative power of the 

fractal dimension D. This makes physical sense considering that an in

crease in w is associated with ah enhancement of long-range y-variations; the 

effect on aaL is qualitatively similar to that of lengthening the spatial corre

lation 'A in a statistically homogeneous y-field. 

)1t 



CONCLUSIONS 

4. Many porous and fractured geologic media follow the same gen

eralized scaling rule. 

5. Since homogeneity is at best a local phenomenon limited to 

random and relatively narrow scale intervals, one must question the utility 

of associating medium properties with Representative Elementary. Volumes 

(REV's) and effective parameters (permeabilities, dispersivities) over more 

than narrow bands of the scale spectrum. 

6. Our scaling rule implies that the externally measured equivalent 

p m.eability of a 3-D block of rock should (on the average) increase with 

its volume (support scale). 

7. Conditioning on measurements filters out low-frequency modes 

from the y-field and renders its scale-dependence weaker. 

8. The permeabilities (and apparent dispersivities) of real media scale 
• 

locally in a much more complex manner than suggested by our (idealized) 

;caling rule. Local semivariograms fluctuate about the mean, power-law 

:r '"'del )'(s) ~ c0-.ls. This model should not be used for prediction unless 

1 information is lacking. 
)ll 
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Field Determination of the Three-Dimensional Hydraulic Conductivity 
Tensor of Anisotropic Media 

1. Theory 

SHl.owo P. NEUWAN 

A 6dd method is propoted Cor dl:tcrmiDiDa tbe threo-dimesuio.W hydraulic coaductivity teuor ud 
specific storace o( 1t1 anisotropic: porous or fractured medium. The method, bowu u c:roa-hole tatiq 
(to distiD,wsh it from c:oaveatioaaJ liDpo.hoie peeker ICIU). c:oasists ol iajectiaa !uid iato (or withdraw
iaalluid from) packed-off intervals ia a aumbcr ol borcbola ud IDODitorina tbe traalicut bead rapouc 
iD limiJar uncrvals iD DCiahboriDa borcbo&eL The direc:tioal o1 tbe priDCipa1 hydraulic coocbac:UYities 
aeed aot be knowu prior to the tat, ud the borcholc:s may haw arbitrary oriaawioas (c.,.. they c:u all 
be Ycrtica.l). All importltlt aspoct o( the propoeed method is that it provides direct leld iDionDatioD oo 
whether it is proper to reprd the medium u bciaa UDilorm ud anisotropic oo tbe IC&Je o( tile tat. The 
&nt paper praents thcoreUc:al cxpressioos desc:ribiDa traJIIicnt ud steady state bead respoa.c iD moDi
tonal iDtcrvals of arbitrary leul(hs and orienwioas. to coastaat-rate iajectioa iDto (or withdrawal from) 
iDtcrvals havin& similar or dilfcreat leul(hs &Dd orieatatiotu. 'The CODditioas uadcr which thae iatenals 
can be treated matbematially as points aR iDvatipted by u uympcotic: analysis. The cft'oc:t ol pluar 
ao-ftow and constant-bead boundaries oo tbe respoDIC is analyzzd by tbe theory ol imqes. The leCIODd 
paper describes the field mcthodoloc' ud shows bow the proposed approach worb iD tbe cue ol 
&ac:tured puitic rocks. . 

INnODUCTtON 

Subsurface materials often exhibit anisotropy with respect 
to hydraulic conductivity. On a field scale, such anisotropic: 
behavior is often due to stratification (in sedimentary materi
als) and/or frac:turina. The hydraulic: conductivity oC an aniso
tropic material is usually desc:ribed by a second-rank, sym
metric., positive-definite tensor. Because anisotropy has an im
portant effect on ftuid flow and contaminant transport. the 
determination or this tensor is important for subcurface by· 
drology. · 

Existing methods to determine the hydraulic conductivity 
tensor by means o( pumping tests arc limited to horizontal 
aquifers in which one or the principal directions is vertical. 
PtJptJiiopulos [1965]. Htu~tuslt [1966a. b], Htu~tu.slt tJ1IIl Tltomiu 
[1966], Nevnum et tal. (1984], and Loo et tal. (1984] developed 
methods to determine the two-dimensioaaJ anisotropic trans
missivity tensor or an aquifer under conditions oC horizontal 
flow. Wnk.s (1969] and Way tJ1IIl McKn (1982] proposed 
methods to determine the vcrtic:al and horizontal hydraulic: 
conductivities or confined aquifers. A method that enables one 
to do the same for unconfined aquifers exhibiting delayed 
gravity response (or delayed yield) was developed by Nftllflllll 
(1975]. 

Interests in situations where the principal directions oC the 
hydraulic conductivity tensor arc not ncc:cssarily horizontal 
and vertical have risen primarily among geotechnical en· 
gjnccrs in connection with flow through fractured rocks. Vir· 
tually all the methods that have been proposed to date require 
that the principal directions be known prior to the test. In the 
absence of a more reliable alternative. these directions arc 
usually predicted on the basis of fracture aeometry inlor· 

Copyriaht 198S by the American Geophysical Uaion. 
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mation obtained from boreholes and surface or subsurface 
rOc:k exposures. Tbe most common approach is to drill indi
vidual boreholes parallel to the conjectured priDc:ipaJ direc
tions and determine the c:orrcspondi.ng principal hydraulic 
conductivities by convcntioaaJ packer tesu (Snow, 1966]. Be
cause the principal directions arc orthogonal, the boreholes 
must be perpendicular to each other, this is a diffic:ult drilling 
requimnent. Furthermore, lingle-bole packer tests have a dis
advantage in yielding resulu that arc valid only in the dote 
vicinity oC the borehole. 

To enable the measurement of principal hydraulic conduc
tivities on a larger scale (between boreholes), Lavis (1974] 
proposed a method that requires drilling one injcc:tion bole 
and two monitoring holes parallel to any one or the three 
(known) principal directions. Tbe two moditorina boles arc 
drilled so that the shortest lines between them and the injec
tion hole are parallel to the remaining two principal directions 
(Figure 1). A '"bydraulic: triple probe," consisting of four pack· 
crs, is inserted into the injection bole to create thtec insolated 
intervals (Figure 2). Fluid is injected into all thtec intervals at 
a known rate and pressure. The role oC the two "guard inter
vals" in Figure 2 is to minimize deviations from radial ftow 
around the central interval. The measurement or pressure 
inside the short intervals between long packers in the monitor
ina holes makes it possible to compute all the thtec unknown 
principal hydraulic conductivities. 

In this paper, we propose a new field method to determine 
· the three-dimensional hydraulic conductivity tensor of an an
isotropic medium. Our method differs from previous tech
niques in two important ways : (1) it docs not require that the 
principal directions be known prior to the tests and (2) the 
boreholes may be drilled in any directions that are tec:hnicalJy 
feasible (e.g.. they may all be · vertical). While the method is 
applicable to both porous and fractured media. we con
cetnrate on the latter because it is fracturing that most often 
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FtKturw P'-

Fi&. 1. Drill-bole patlenl required by tbc llydraulic-Caliaa 
method ol LDvU [1974]. Abo aboWD are three mutually OftbotoaaJ 
fnc:turc lets [after LDvU. 1974, Fiprc 21]. 

prevents one from determing. a priori the principal directions. 
Because the hydraulic conductivity of fractured rocb is often 
quite low, we consider fluid injection rather than fluid with
drawal However, for more permeable media in wbic:h pump
ins is possible, the same test cowd be performed by rncrsina 
the direction of flow without any changes in the method of 
interpretation. 

Our proposed method is referred to u cross-bole testina to 
distinJUish it from the more conventional sinaJe-bole packer 
tests. It consists of injecting fluid into padced-off intervals in a 
number of boreholes and monitorina the transient bead re
sponse in similar intervals in nei&ftboring boreholes. An im
portant new aspect of the method is that it provides direc::t 
field information on whether or not the rock behaves as a 
uniform, anisotropic: medium on the sc:ale of the test. The first 
paper presents theoretic::a.l expressions desaibin& transient and 
steady state bead response, in monitorin& intervals of arbi
trary lengths and orientations, to injection at a constant rate 
into intervals bavins similar or different lengths and orienta
tions. The conditions under which these intervals can be treat
ed mathematically as points are investigated by an asymptotic 
analysis. The effect of planar no-ftow and constant-bead 
boundaries on the response is analyzed by the theory of 
imaaes. The second paper describes the field metbodoloiY and 
shows bow the proposed approach works in the c:a.se of frac
tured aranitic rocks. 

MAncEMA.nc.u MODEL 

The equation aovemina flow in a bomopeous, anisotropic: 
medium is 

oh 
V ·ICVIJ,;,. S -· • ar 

(1) 

where h is hydraulic head; V- and V are the diveraence and 
gradient operators, respectively; t is time; 1C is the hydraulic 
conductivity tensor; and S, is the specific storage. We choose a 
convenient set of .. working" cartesian coordinates, x,. i • 1, 2. 
3, so that a point in the flow domain is located by the vcc:tor 
x • {x1}, and the hydraulic conductivity tensor is represented 
by the matrix K - [K..,]. We assume that I( is symmetric and 
positive definite. 

The initial bead distribution in the medium is assumed to 
be uniform : 

h(x. f)- 110 (2) 

where ho is a constant. We begin by assumina that the ftow 
domain is infinite, so that 

lxl-oc (3) 

The tat and oblervation intervals are idalizrd, dependina · 
oa their lenaths, u poilus or lines. In the followina analysis. 
we deal only with fluid injcctio!' into the test interval. The~ 
analysis is identic::a.l for fluid withdrawal if bad iDc:reue i\ 
rep1aced by bad decline. The foUowina four cues are con
sidered: (1) injection at a point. oblcrvation at a point; (2 
injection alona a tine, observation at a point; (3) injection at a 
point. observation along a line; and (4) injection alons a line. 
observation alons a tine. 

~ I . Poilu Jlljec:tiOtt/Poilll Ob#nNJtioll 

Consider a point source injec:tina at a constant volumetric 
rate, Q. at the origin of the workin& coordinate system. As 
shown in Appendix A. the bead increue at a point x and at 
time t is Jivcn by 

Q [(s G )''2] 4JI • 4xG .. 112 erfc ;D;- (4) 

where 

(S) 

erfc: ( ) is the complementary error function, Dis the determi
nant of J(, ie.. 

D • K 11 KnKu + 2KuK23Ku- K 11K 23
2 

- K 22Ku 2
- KuK1/ (6) 

and Gu is the quadratic form, defined as 

d 
where the superscript T indicates transpose. Unless stated 
otherwise, summation of repeated indices is implied. The 
matrix A in (7) is known as the adjoint of J(, its components 

G) GUARD ZONE 

~ CENTRAL ZONE 

Q) PACKER 

@ LONG PACKER 

G) MONITORING INTERVAL 

Fi&- 2. Test equipment requiml by tbc hydraulic-testiDa method 
of Louis [1974). Hydraulic triple probe is aboWD on ld't, pressure 
monitorina equipment is abown on riabt [alter l.DvU, 1974, Fiaurc 
22]. . 

) 
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bein1 pw:n by (DO summation implied below) 

Au • KuK~- K#o 2 (8) 

A11 • All • KaK#o- K,JC,. (9) 

where i,j, and lc arc cyclic: arranp:mcnts of 1, 2. and 3 (i.e.. i,j, 
lc, - 1, 2. 3, or 2. 3, I, or 3, 1, 2). It can be shown that A. like 
IC.. is symmetric and positive definite. 

Tbe solution can be written in dimcnsioaJcss form as 

(10) 

.- HYDL<.uuc CoNoucnvrrY ~ I 1657 

AJtrD • crf'c: { l/(4t ,.}112} 

wberc Alt,D is the dimcnsionJas bead iDc:rcue 

All,,. 4..UG.., m;Q 

and t 0 is the dimensionless time 

(11) FiJ. 4. Oriaatatioa or bite liDc ~ ollcqth L ill wortDaa coor
dillatc l)'ltCIIL 

ID • Drf(S,G..,) (12) 

A lo&·Joa plot of Altro ftr'IUS 111 is shown in rlJUte 3. 
For isotropic media, K 12 • K 23 • Ku • 0, Ku • Ku • 

Ku • K, where K is the (ICalar) hydraulic cooduc:tivity. Thus 
D • K,, K • KI. and A • K21. where I is the identity matrix. 
Consequently, G.., • R2K2, wbcrc R is the radial distance 
from the point sourc:e, and the dimensionless quantities in (10) 
take the simple form Alt,D • 4•RKAlt/Q and tD • Krf(S,R2~ 
The solution for the isotropic case is seen to poacss spherical 
I)'IIUiletry about the point source. 

Ct~M 1. Lirv lrtj~ctiort/Poirrt Obsmlalimt 

Tbe solution for a finite line source injectina at a constant 
volumetric: rate, Q, c:an be obtained from the solution for a 
point source by intearation. Let a line source of length L be 
centered at the origin or the x1 coordinate system and be 
represented by the line BOA in Fiaure 4. Let OA be repre
ICDted by the vector 

(13) 

so that OBis -LIn addition, Jete and e, be unit vec:ton in the 
direction or X and I respectively, so that X- Re and ·
(L/2)e,. If we assume that ftux along the line source is uniform. 
then. according to Appendix B, the solution at point x is Jiven 
by 

FiS. J. Lo&-lol plot of 6Jipf1 ftr"SUI 1.-

where erf ( ) is the error function, G.., is defined in (7). and 

G., • xrAI• xJ~,1 
Gu •IT Al•l,/~IJ 

Equation (14) can be written in dimensionless form as 

Altu •- - exp [ -(1 - «2
2)w] 

1 

1
... 1 

l •l/1.,.1 w 

(IS) 

(16) 

· {erf (w11l(IZ2 + 1/«1)]- erf (w112(1Zl- 1/«1)]} dw (17) 

where the dimensionless head ioc:rease is now 

(18) 

the dimensionless time, r,. is the same as in (12). and the two 
aeometric parameters, «a and Clz, arc defined as 

«a • (G:u!Gu)"z 

«l • G111 /(GuGu) 112 

(19) 

(20) 

The meanings or IZa and :12 become evident when G_ G.,. and 
Gu arc expressed in terms of R. L, e., and e,: 

G:u • R2(eT Ae) (21) 

G., • (RL/2XeTAeJ (22) 

(23) 

Then 

«a • (lR/L)((eT Ae)/(e/ AeJ] 112 (24) 

«2 • (er AeJ/((er Ae)(e, T AeJ] " 2 (lS) 

For an isotropic: medium. (24) reduces to «a • 2RIL. and (lS) 
becomes «1 • eTe, • cos 8, where 8 is the angle between x and 
L Thus «a is related to the ratio between R and L(2. and «1 is 
related to the angle between x and L For anisotropic: c:ascs. the 
effect or anisotropy is incorporated into the definitions. Since 
A is positive definite, we have :za ~ 0 and 0 S 111 .S 1. 

FiJUrc S shows a loa-log plot of Altu venus t0 for 111 • 0 
and for various values or «1• Figure 6 shows a similar plot for 
Ill- 0.75. 

CaM J. Poirtt llfj~cfion/Lirt~ Obserwuion 

The solution for the point-injection/line-observation c:ase 
can be obtained by averaging the solution for the point
injection/point-observation case along the observation line. 
Consider an observation line of length B, such as B'CA' in 
FiJUrc 7, and let x be the radius vector of point C (midpoint 
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Fia- 5. Loa-loa plot oltJa,_. ¥CnUS '• ror •3 • 0 aDd various values 
. ol•l· 

or the observation line~ Let CA' be repraented by the vector 

•"- (b,, b:~ . bJ) (26) 

so that CB' is -•· In addition, let e. be a unit vector in the 
direction or. so that • • (B/2>!t:. 

The averaae bead iDcrcase, fJt, over B'CA' can be obtained 
by intqrating fJt in (4) along this tine and dividina the result 
by B. However, due to our assumption of uniform fhu along 
the line source, there is a symmetry relationship between the 
point-injection/line-observation cue and the line
injection/point-observation cue. In other words. the solution 
for the former cue can be obtained dircc:tly from (17) by 
merely n:defininasome of the variables: 

AhrD • ...!. - cxp [-(I - P2 2)w] ~ r··· 1 
" •II, ... ,"' 

·{err [w112{P2 + 1/P1)]- err [w.' 12<P2 - 1/P,)]} ~"' (27) 

where 

The only dill'cr=o: bctwccD (17) aDd (27) ia the rcplaamcnt 
ot I by •. Note, bowew:r, tbat the dimeasioDic:a bead in
crcues, fJILD and Alt,.t;. an ddiDcd in dill'crmt manoen.. and 
chis aa:ounu for the dili'CI'CDCIC ~ the appcar&DCICS ot the n:
ipeetivc dimcDsiODJea wutiou. 11ae ...... "mP o11, aDd 1() 
an limi1ar to thole oC • 1 aDd • 2• Corrapoadioa to (24) and .
(25), we have 

I, • (2R/B)[(e" A.e}l(e. T AeJJ'I2 
12 • (e" AeJ/[(e" A.e)(e. "Ae.)]112 (34) 

In other words, 11 ia related to the ratio between the mq
Ditudes ol x aDd .. while 11 il related to lbc uaJc betwca the 
two vectors. 

CIIM 4. UM llfjecrioft/UM Ob.smaation 

Tbe solution for the liDe-injec:tion/line-oblervation cue is 
obtained by •w:raainl the solution for the Jine..iDjection/point· 
obecrvation cue aJona the obecrvation tiDe. The aw:rqina 
procedure is JiveD in AppcDdix C. Tbc 6Dal rault ia 

ii""'-! r·.. . !. cxp [ -(1 - •z2)w] 
:' ·1~1 w 

r.t·1 
· J,~._,"P {-[(1- cl)).2/l, 2 +2{ft2-•2c)l/~1]w} 

· {crf [w112(a:2 + 1/«1 + k/11)] 

- erf [w112(a:2 - 11«, + l&/~1)]} 4J. ~"' (3S) 

Altu • 8alliGa112/Q (36) 

« 1• «:~, ~ I• and 12 are dcfiDed in (19). (20). (29). and {30). rcspcc- ( 
tivcly, and 

(37) 

AhrD • 4K411G_ 112/Q 

p, • CG-!G .. )112 

P1 • G .. f(G_G .. )112 

(28) where 

G- is defined in (7). 

G• • x" A. • (RB/2)(e" Ae.) 

and 

.1 

.01.01 

(29) (38) 

(30) Note that c has a similar mcanina u a:2 and ~2 ; it is rdatcd to 
the angle between I and • · 

·For the aencrai case. the inner intqral .in (3S) c:amaot be 
(31) evaluated analytic:alJy. However, wbeD • is paraUcl to I (the 

line source and oblervation line are in parallel boreholes). 
simplification is possible. For this cue. c2 • 12 and c • 1. The 

(32) exponent in the inDcr intcJI'al ol (3S) becomes ZlCI'O, aDd the 
n:maininl error function can now be intep"ated analytica1ly to 

X 

x, 
Fia. 6. Loa-loa plot of All,_, YCmiS '• for • 3 • 0.75 aDd various 

values of 111• 
Fia. 7. OrianatioD or obeervatimi liDe of kDJlh B iD workiD& coor

clinate lys1CIIl. 



yield [tee Grllllsltuyt~ tllfll RyiJUk.. 1965, p. 633, equation 5.41] 

- p, £.... 1 
41tu-- - cxp [ -(1- • 2

2)w] 
4 ., ....... w 0 

· { C a crf (wa12C a) - C 2 en (w"2C2) 

- C, crf (w112C3) +c. en (w112C.) 

+ [exp (...:...wC, 2)- exp (-wC2
2)- exp (-wC3

2) 

+ exp (-we. a)]/(R')112} tlw (39) 

where 

(-40) 

2 
~ .1 

• .. 
' Q 

( .01 
i 

16.S9 

C1 • •a + l/111 + 1/Pa 

C2 • •a + 1/«a- 1/Pa 

c, - «2 -·1/«, + liP a 

(41) FiJ. 9. Loa-loa plot ol m1!Jiu/2 venus '• lor • 1 • 0 md Yarioua 
nluesoh1• 

(42) 

C. • «2- 1/Cia - 1/Pa (43) 

Due to the 1arae number of parameters in (39), numerous 
solution plots may be constructed. Here we consider only the 
case where I • •· so that «a - Pa· Ficure 8 shows a loa-los 
plot for •a • P1 • 0 and for various values of «a - Pa· 

Asnaronc BEHA V10U 

The preccdins solutions are derived by representina the in
jection and monitoring intervals as combinations of points 
and/or lines. In reality, intervals have finite lenaths. Thus, it 
can be araued that only the line-injection/line-observation 
solution (case 4) is of value to field application. However, there 
are many situations in which an interval may be represented 
by a point This simplified representation is attractive because 
the analytical solutions tend to be progressively simpler as we 
go back from case 4 to case 1. When both the injection and 
monitoring intervals can be represented by points. the analysis 
of field data becomes greatly simplified. 

Intuitively, we expect the criterion for deciding whether an 
interval should be represented by a line or a point to depend 
on the ratio betweet~ the length of the interval and the dis
tance from the injection to the monitoring interval. For the 
injection interval, this ratio is contained in the parameter «a; 
for the monitoring interval, the ratio is contained in P a· Thus 
when a line source is viewed from a large dista.nc:e («1 - ao), 
one should be justified in approximating it by a point source. 
Similarity, when an observation line is located Car from the 
injection source <Pa- ao), the former should respond essen
tially as an observation point Indeed, we show below that 

10 ,----""T""-----..---""T""-----, 

Fi1- I . Loa-lot plot o( !Jiu venus '• for m1 • 61 • 0 md various 
values or m, - ,,. 

when a:1 - ao aDd Pa- ao, all three solutioas for cues 2, 3, 
and 4 reduce to the point-injcc:tion,lpoint-oblervatioo solution 
of case 1. Upon comparing the asymptotic behaviors of these 
solutions, we .arrive at working aiteria for deciding whether 
an interval should be represented by a line or a poinL 

We also coasider the case where 111 - 0. This oa:un wben 
the injection interval is much longer than the distance between 
the injection and monitoring intervals. We show below that 
under some prescribed circumstances, the solution for cases 2 
and 4 reduce to the solution of Paptldopulos (1965] for hori
zontal ftow to a wen in an anisotropic aquifer. The case or 
p 1 - 0 is not considered, as it. appears to be of little interest 

Asymptotic /klumors/M «1 - ao IINI. Pa- ao 

We begin by examining the asymptotic behavior o( the line
injection/point-observation solution (case 2) aa 111 - ao. A cur
sory examination of (17) reveals that 411LD- 0 as «1 - ao. 
However, Appendix D shows that the product «1411LD ap
proaches a finite value. 

lim «a411LD(2 • crfc [1/(4t,)111
] (44) ··-· 

From (11), (18), and (19), we recognize that 

•a41tLD(2 - 411,, 

Thus (44) confirms that the line-injection/point-observation 
solution reduces to the point-injection/point-observation solu
tion as ~a _. ao. 

Figure 9 shows a log-log plot or 11a41tLD(2 versus t, for 
at2 • 0 and for various values of «a· We see that as «1 in
creases, the solutions come closer to the asymptotic: solution 
(« 1 - ao) and virtually coincide with it when «1 :<!:: 5. Figure 10 
shows that the same thing happens when «2 • 0.75. We thus 
conclude that for all practical purposes. the line
injection/point-observation solution can be approximated by 
the point-injection/point-observation solution whenever «1 :2:: 
5. 

Let us examine next the asymptotic behavior or the point
injection/line-observation solution of case 3 as P1 - ao. As 
was noted earlier, this solution is similar in form to the line· 
injection/point-observation solution of case 2. Thus by anal
ogy to (44) and (45). we have 

lim 4h,,- crfc [1/(4t,)111] (46) ,.-.. 
The asymptotic behavior or 411,, can therefore be illus

trated with Figures 9 and 10 upon replacing «a and • 2 by ~a 
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• 

f"JI. 10. 1.ot-lol plot ol & 14llu!l fttiUI '• for &2 • 0.7S ud 
ftrious ~ua oe.,. 

and /11 and relabelina the ordinate as Ah,0 instead ol «1AlluJ 
2. The analoc further implies that for practical purposes, the 
poiin-injectioa/line-observation solution can be approximated 
by the point-injection/point-observation solution wherever 
.,. ~ s. 

The asymptotic behavior or tbe line-injection/line
observation 10lution (case 4) as «1 - co and /11 - ao can be 
analyzed in two step&. Fint, we note that as /11 - ao, (JS) 
reduces to (17). the line-injection/point-observation 10lution ol 
case 2. Second. the previous asymptotic analysis for case 2 for 
~I- co implies that 

lim «1Alt,_./2- crfc (1/(4t0 ) 112] (47) 
•s-e ,, __ 

M before, we consider only the case wbere I • • (i.e.. the 
injection and monitorina intervals _have equal lengths and 
orientations). Fipre 11 shows a log-loa plot ol «1!Jt,_./2 
versus 111 for «1 • /12 • 0 and various values ol «1 • /1 1• We 
ICC that the solutions virtually coincide with one another 
when 11.1, /11 ~ S. Tbus aline source can be replaced by a point 
source wben «1 ~ S, and an observation line can be replaced 
by an observation point wben /1 1 ~ S. 

A.s)'f'lptotic &lsmTiors for «1 - 0 

The asymptotic form ol the line-injection/point-observation 
solution (case 2) u «1 - 0 ia liven by (tee Appendix E) 

wbere W( ) il the Theil fuDctioa (exponential intqral). 
Fipre 12 shows a Jos-lol plot ol .U,_. ~us 111~1 - «2

1) l'or 
cz1 • 0 and 0.7S &Dd l'or various values ol cz1• Ooe notes that u 
«1- 0. the curves for &z- 0 &Dd Cz -Jl.7S tcDd to coiDc:idcn 
more and more with ach other. When «1 ~ 0.1, thcle c:una 
approach cadl other, a sug:st.ed by (41). · 

AppeDdix E shows that for the rpeciaJ cue where the line 
source c:oiDcides with the x1 axis and «1 - 0. the asymptotic 
10lutioa for cue 2 takes the form 

lim All,_. • 4z.U(KuKn- Ku2)1/2 

••-o Q-

• JS,(xz
2
K 11 + X1

2
Ku- ~,x2Ku)] (49) 

"l 4<K11Ku- K 12 )t 

where Q- il the .alumctric: injectioa rate per unit lenatb ol the 
line source. This is ide:Dtical to the solution ol PqtllloptJos 
[196S] for horizontal low to a well in an aquifer with aniso
tropic tranpniaivity [ICC alto Nallflllll a GL, 1914]. Equation 
(49) il indcpcDdc:at ot the x, coordiaatc. mcanina that All does 
DOt vary paraDeJ to the line source. Thus (49) bolda not oaly if 
the oblervatioa takes place at a point. but also if it takes place 
alona a line paraDd to the aourcc. By a similar reasonina. we 
coDcludc that (48) il also the asymptotic fC?rm ol the line
injectio~ solution (case 4) for «1- 0 &Dd with 
the oblervatioa line paraiJel to the line source. 

STEADY STA-n SoumoNS 

Steady state solutions can be obtained limply by allowina 
the real or dimeDaioalca time to approach infiaity. The steady 
state solution for the point-injection/point-observation cue is 
obtained from (10) upon Dotinl that crfc (0) • 1. Tbus 

lim !Jt,0 • 1 (.SO) ··-· 
For the line-injection/point-observation case. we take advan
taae or the intqral formula (modified &om GraJsJsuyn IINI 
Ry:hilc [1965, p. 6.SO, equation 6.293]) 

[
---.!.. -,...-~( 1/2 ) .J 2 In (p + q-2)111 + q e oa• w q aw • 111 
•O W p 

wtuch leads to the foDowiD1 steady state form o((17): 

lim tJt In («,2 + 2«,«2 + 1)112 + 11.111.1 + 1 
.. -. ,_. • («1 2 - 2«a«z + J)l/2 + «1«2 - 1 

(51) 

(S2) 

) 

(48) Tbe steady state form ol the point-injectioa/liDe-observation 

2 
~ . t 

• .. -a 
.(o• 

'o 

Fia. II. Loa-loa plot o( •• "iJiu/2 ¥CRUI '• ror ·~ - ,2 - 0 and 
various values ol111 • Ia· 

~~------------~-----------, 

-.sO. I 

_
1 

-n1 •0.0 

.o•_o~,-----",._..._ __ ~,~----~,o~----7.,oo 
'o'"- .. :. 

fiJ. 12. Loa-loa plot ol /Jcu venus '•,11- 112
2

) for &1 • 0 ud 0.7S 
&Dd various values ol & 1• 



solution (27) is obtained in a .uDiiar manner: 

lim fJt ,, Ia (1,2 + 21ltll + 1)112 + ,,,2 + 1 (53) 

••-• rD • 2 (1,2- 2/lal2 + 1)''2 + la12- 1 

1bc steady state l'orm oC the tinc-mjection/lille-oblervation 
solution (35) is obtained by interchanJina the order oC intqra· 
tion and then applyina (51). The result is 

lim /Jt~ .. -. 
1 r ... , 

-2 j ... _,ID ({[11,2.12/1,_2 + 2i.lla212 + llacWia 

+ (11 1
2 + lll1112 + 1)]112 + 111112 + 1 + 111cl/l1} 

. {[11 ,2;.211,2 + a11,2,2 _ 11,c)lll, 

Steady state solutions are ..Cui l'or cstimatina the maxi
mum head increase at a monitorina interval durin& a tat, 
provided that an estimate of IC is ·available. ~ solutions 
can also be used to evaluate the components oC IC i( the test 
reaches a steady state. 

Planar boundaries that are either impervious or maintain a 
constant head can be treated by the method of imqes (sec. for 
example. lkar [1972, pp. 304-312]) after translormina the an
isotropic: domain to an '"equivalent isotropic: domain.,. Consid
er the case oC a point source near a planar. impermeable 
boundary or infinite extent. Let the point source be at the 
ori~ and Jet d be the distance from the point source to the 
boundary (Fiaure 13). The unit vector normal to the boundary 
is denoted by aa. Ac:cording to the method oC imap. the 
solution for a point source in the semi-infinite domain bound
ed by the planar boundary is the same u the solution in an 
infinite domain consisting oC the '"real" point source at the 
oripn and an '"imase .. point source oC equal stn:Dath 1oc:at.cd 
at (aoe Appendix F) 

~- (2d/(m7'JCm)]IUD (55) 

Note that contrary to what happens in isotropic: domains. the 
imap: source is aenerally not a direct reflection or the real 
source across the boundary (i.e .. ~ is not nec:esaarily paraJJel to 
m). 

The solution for the above problem is obtained from (4) by 

., 
Fi&- 13. Oric1ltation of point source and plaur boUDdary ol iabite 

extent in workiDJ coordinate systao. 
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F11- 14. Lot-los plot oi/Jtre ~ '•lhowiac etrecu ol impenM
ablc ud CIOIISWit-bcad boulldariel with clifl'awlt Yalua ol7 . 

fJt •! { G~ 112 cdc: [(S.Ga/4Dt)112
] 

1 + --m erfc: [(S.1-/4Dt)112]} 
lu 

lu • (x - ~T A(x - ~ 

The corrcspondina dimensionless form ii 

(56) 

(57) 

fJt,,- cdc: (1/(41,)112] + (lh} cdc: (7/(4tDl112] (58) 

where 

(59) 

The solution for a constant-head boundary is identical to (56) 
or (58) except that the plus sip is replaced by a minus lip. 

Substitution of (55) into (57) yields 

1~ • G .. + 4Dd(d- mTxV.TJCm (60) 

For any point x in the real half spa.c:e (i.e.. not acroa the 
boundary~ we have (d- •Tx) :&!: 0 so that ,_ :&!: G_ and 
7 :&!: l. If x is on the boundary. (d - •T x) - 0 and 7 • 1. The 
abscnc:e or a boundary is equivalent to havina d- ao. and 
thus 7- co. In an isotropic: medium. 7 -lx- WJxj. i.e., the 
ratio between the distances from the obeervation point to the 
imase source and to the real source. 

Fiaure 14 shows a plot oC 4ltrD venus tD for impermeable 
and constant-head boundaries with various values oC 7· The 
overall shapes or these curves are stroaaJy reminivent oC simj. 

1ar curves by Stalbruul [1963] for a pumpina test in an aquifer 
with a lateral boundary. The existcnc:e of an impermeable 
boundary causes /JJ to inc:reue at a rate hiaber than that 
which would oc:c:ur if this boundary was absent The existence 
or a constant-head boundary c:auscs /JJ to approach a steady
state value below tha~ correspondina to the 7 • co curve (infi
nite rqion or absence of boundary). 

A line source near a planar boundary c:an also be treated by 
the method or imap. Because the coordinate transformations 
are linear. the '"imase line" is a straiabt line conn~na the 
two imase paints correspondina to the two endpoints or the 
real line source. Similarly. the head inc:reuc in an observation 
line c:an be obtained by averapna the bead inc:reuc due to the 
real source and the imqe source (ot sink). The joint inftuenoc 
oC multiple boundarics and/or sourc:es or sinks c:an also be 
handled by superposition. 
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CoNCLUSIONS 

'The following conclusions can be drawn from paper I of 
our two-part series. 

I. A theory lw been developed that predicts the transient 
and steady-state response of a uniform. anisotropic:, porous or 
fractured medium to fluid injCctioa or withdrawal. The injec
tion can occur at a constant rate into isolated bort:hole inter
vals having arbitrary lengths and orientations. Tbe response 
can be monitored in DCighborina borehole intervals that may 
have similar or difl'crcat lcnJths and orientatioos. 

c:&UIC determinanu are inv~t under a rotation of coordi-
nates. D, is equal to D, the determinant of L Next, we n:call 
that the adjoint of a matrix is ~btained by rcptaang each 
dement of the matrix by its cofactor and then interchanging· () 
rows and columns (sec. for example, Hildebrand [1965, 
chapter I]). The adjoint of It' is thus 

A' • [K:~K1' K 1 ~K1 ' 
0 0 

(A4) . 

and the adjoint of K is 

KuKu- K 12Ku K 12Ku-KuK11 ] 

K 11Ku- Ku 2 K 11Ku- KuK11 

KuKu- KuKu KuKu- Ku 2 
(AS) 

2. In the particvJar case where the injection interval is 
vertical aDd of infiaite lcneth. our theory reduces to that de
veloped by PtJpa@pulos [1965] for horizontal flow to a well in 
an anisotropic aquifer. · 

3. The clfcct of planar ao-ftow and constant-bead bound
aries on the theort:tical response can be pn:dicted by means of 
imaae theory. 

4. Our theory should enable ooc to dcsicn and interpret 
fidd tesu in anisotropic media. Such tcsu should yield the 
macnitudes and orientations of the principal hydraulic con
ductivities or .the medium toaether with iu specific storaae. 
One should be able to perform these tesu in bort:holes the 
orientations of which are not necessarily rt:lated to those of 
the principal hydraulic conductivities. 

S. Under certain conditions, the injection and monitoring 
intervals can be treated mathematically as poinu. When this 
simplification applies, the solution for head response in the 
medium can be described araphically by a single type curve. 
This should enable one to interpret the test data araphically 
by conventional curve matching. 

APPENDIX A: DEJUVA TlON OF 

PocNT-INJEC110N/POim-01SBVA TlON Sol.l1110N 

The solution for the case of a point source in an infinite, 
anisotropic medium is well known from the theory of heat 
diffusion (sec, for example, CtJrsitJw Gild JM~ [19S9]). How
ever, this solution is written in terms of principal coordinates 
and cannot be applied when the principal directions are un
known. Let .x1 '• .x1'. and .x1 ' be the principal coordinates. 
K 1 '· K 2'. and K 1' be the principal hydraulic: conductivities, 
and K' be the hydraulic conductivity tensor expressed in the 
principal coordinate system. The solution can be written as 

Q [(s G )"2] 
t:Jt • 4xG, " 1 erfc: 4~; (AI) 

where 

G, • (x 1')lK 1 'K1 ' + (.x1 ')2K 1'K1 ' + (.x1 ')1K 1'K1 ' (A2) · 

and 

(A3) 

To obtain the solution in terms of arbitrary working coordi
nates. .x,. we tint note that D, is the determinant of K'. Be-

By vinuc of (A4). we can write (A2) as 

G, • (x')r Ax' 

where (x')r • (.x 1 '• .x1', .x1'). 

(A6) 

To transform from the principal to the working coordinate 
systems and back, we define the transformation matrix Q. 

(A7) 

where ei are unit vccton pointing along the positive working 
coordinate axes. and e/ are unit vccton pointing along the 
positive principal axes (i.e .. e1' are the cipvccton of i:). We 
then have [sec HildtbriJIIIi, 1965, chapter 1]. 

x' • Qrx 

i:' • QrKQ 

A'• QrAQ (AlO) 

Bcc:ause Q has the orthogonality property 

QrQ •QQr •I (All) 

we also have 

x•Qx' (Al2) 

i: • QK'Qr (Al3) 

A •QA'Qr (AI4) 

Substituting (A8) and (AIO) into (A6) and usina (All) ud (7) 
yields 

G, • (Q'x)r(QrAQ)(QrX) ·• xrAx • G.. (AlS) 

Thus (4) is obtained from (AI) simply by replacing D, and G, 
by D and G~., respectively. 

An alternative form of (4) can be obtained through the 
c:hanae of variable 

r • S,G .. !(4Dt) (AI6) 

where s is the variable or integration in the definition or the 
complementary error function. 

I i, . ., 
erfc (u) •Jil e·•1 ds 

Jt •• 
(AI 7) 

This leads to 

(A IS) 
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APPENDrx 8: DEJuv"' noN O"f 

l.INE-INJECTJON(PorNT-0BSD VA TION Sol.tmON 

I . 

The position o( any point Xs on ·the liDe IOIUCC BOA in 
Fiaure 4 can be represented parametrically by 

Xs-AI -lslst (Bl) 

An infinitcsima.l interval. dL. o( the line source can be ex
pressed as 

tiL • ldx.J • ~I dl • (L/2) dl 

The injection rate alona tiL is 

tiQ • (Q/L) tiL- (Q/2) tll 

(B2) 

(B3) 

lntqration o( the point-injec;tion/point-observation solution 
in (A18) alona the line BOA thus &mounts to 

IJI QS,IIl il•l 1••• ·J/l 
- 16Kl/lDI/l t 

.l•-1 •O 

[ 
SJ,.x - li)T A(x -li)J tl til 

· exp - 4Dt t (84) 

Reversing the order o( integration and rearrangina terms 
~elds 

• -l/l • u Qs 111 1··· [ so J 
4h- 16Jtl'lDIIl •o t exp - 4Dt 

· exp - -.!....1! (.~1 - UG.dGu] dl tit il•l { s G } 
l•-1 4Dt 

(85) 

where Gazo G,.,. and G, are defined in (7), (15). and (16). respec
tively. The inner integral of (85) can be expressed in terms of 
error functions by using the following identity (modified after 
Abramowitz o.nd Sug1111 (1964, p. 302, equation 7.4.32]) 
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o( the observation line is 

dB - ldxol ~ I~ dA. - (B/2) d). (C2) 

To compute the avciaae bead increase. we intcJrate (B7) alona 
B'CA' and divide by the lcnath B. This gives 

(C3) 

Rearrangement o( (C3) and makina the chanae of variable 
,iven by (88) yields 

- Q r··c 1 flh • 
32 

G 111 - exp { -(1-G,//(G.uG.J]w} 
lt u •cs,Ga/4~1 w 

· (l•l exp { -[i.1(G 11G .. - G,.1) 
Jl. -I 
+ 24G..,.G11 - G_.,G,.)]w!(G.uG.J " 1w} 

. { rf [<G,., + G, + A.G,.)w
111

] 

e (GuGu)•'l 

- erf [<G.,- G, + lG,.)wl'l]} dl dw 
(G._.Gu)•'l 

(C4) 

Substitution of (12). (19). (20). (29). (30). (36). and (37) yields 
(35~ 

APPENDIX 0: AsYMPTOTIC FOilM OF THE 
. {cr( [plll(q + 1)] - cr( [plfl(q- 1)]} (86) LlNE-INJECTJON/PorNT-0BSaVAl10N 

which leads to 
SoLUTION AS 11 1 - 00 

Upon multiplyina both sides of (17) by «1/2. setting c
l/21, and taking the limit as, ..... 0 (i.e .. 11 1 ..... oo), we have 

lim - 1
- •- - exp ( -(1- 111

1)v] 
II flh 1 ir• c 1 · 

.,-c 2 2 •111.,•1" · 

· ~! ~ (erf [11111
(21 +c)] - erf (v111

(111 -c)]} dv (Dl) 

(87) where 11 replaces w as the dummy variable of integration. 

Through the change of variable 

w • S,G.u/(4Dt) 

(87) takes the form given in (14). 

APPENDIX C: DERIVATION OF 

LINE·INJECTJON/LrNE-OBSERVATION SoumoN 

(88) 

The position or any point Xo on the observation line B'CA' 
in Figure 7 can be represented parametrically as 

Xo • X+ i.b -1s..ts1 (C1) 

where X is the radius vector or c. An infinitesimal interval. dB, 

Using l'Hospital's rule, this becomes 

lim - 1
- •- v- 111~-· dv 11 flh I 1•·~ 

.,-., 2 x"z • "'.,•' 

A chanae of variable wl • 11 gives (44). 

APPENDIX E: AsYMPTOTIC FORM OF THE 

LJNE-INJECTJON/POtNT-0BSEJlVAT10N 

SoLUTION .AS 2 1-0 

(02) 

When 2 1 ..... 0, the first error function in (17) tends to 1 while 
the second error function tends to .... 1. This yields 

lr•c 1 
lim ~LD • - exp ( -(1 - 2 1

1)11] dv 
ao-0 •lii.,DI t' 

(El) 



1664 

which. throulfl the c:hanp of variable w • 1(1 - • 1
1

). ~ 
comes (48). 

By virtue ol ( 12) and (20). we can write 

1- • 1
2 SJ.G-Ga- G.2) 

--- {E2) 
., " I.G,Dt 

At the CDd of this appendix. we show that 

(E3) 

x' • (J:")'I2x' (F3) 

where (1(")1
'
2 is the diqoaal matrix cootaiaiq the ~quare o 

roots ol the priDcipaJ hydraulic: CODductivities. Subltitution of . 
(F3) into (F2) yicldl the equation ol the boundary plane in the 
equivaJcot isotropic domain., 

(F<f) . 

where • denotes cross product. If the line IOUI'a: c:oiDcida where 
with the x. am. (E3) simplifies to (FS) 

G-G•- G.., 2 
• (llD/4Xxz2Ku is a wc:tor DOnD&l to tbe boundary p1aDe in this domain. By 

:+- x 1
2K22 - 2.x1x2K12) (E<f) virtue of(A13). 'the leoatb ol• is 

Furtbmnore, by virtue of (8). (23) reduca to t-1 • <•"•)112 • [•"Q(J(")11Z(I")112Qr •]112 
• (m"'Ka)112 

Ga • (L:'/4)Au • (L:'/4XK11K22 - K12
2
) 

Substitution ol (E<f} and (E5) into (E2) yields 

1- e1 2
2 SJ.x2

2K 11 + x1
2K 22 - h~x2K12) --- (E6) 

(F6) 

Let a' be a tQiit vector normal to tbe boundary in the equiva· 
lent isotropic domaU1, i.e.. •' • •!lcrl. Usina (FS) and (F6). we 
bavc · ' 

•'. (m'lcm)-112[(1(")'12Qr •J 
Substitution ol (11). (ES). and (E6) into (48) yieldJ (49). 

To show (E3). we denote the left side of the equation by r. Usina (F4) and (F6). we can also write 

"'" 4(KuKzz- Kuz)f (F7) 

Thus · (•1Tx• • •rx'IJai• .tl(m'lcm)"2 (FB) 

T • (x,x~~/.I,A..)- (x,Jr-f,.XxJ.A.J (E7) From the a.oaloiY with (F1). we coDciude that d/(mrbl)112 is 
We can •expand" (E7) by use ol the Kroocclter delta. 611' in the disunce from the origin to the boUDdaty in the equivalent 
the roUowioa manner: isouopic: domain. The c:orrapoDdioJ radius vector can be 

written usina (F7) u 
r- i<x,x}.I.,A,.A,.X6.,1JJI6.). + 6~~..,6 .. 

[d/(mrb)112]m' • [d/(mrb)][(IC")"1Qrm] (F9) 
- 6.,1JJ~-- 6~.6~~ ~ ( Aa:ordina to the method or imaacs. tbc radius o( tbe image 

(ES) c:an be l'ac:tored to yield 

r- i(x,x}.t.,A,.A,.X6,,6_- 6~.;1.6~-- 6~,.> (E9) 

The permutation symbol It~ can be iouoduccd into (E9) 
tbrouah the identity 

point should be colinear with this vector but twice u long. 
Thus back transformation into the anisouopic: domain by 
means or (F3) Jives the radius vector for the image point (in 
the principal coordinate system) u [24/(mrb)](JC''Qr m). 
The radius vector of the imase point in the workina c:oordi

6.,6- - 6~.,- ...,. (E10) nate system is obtained with the aid of (A12) and (A13) as 
[24/(m rbi)]Km. 

Then (E9) becomes 

r- ix,x}.t..A,.AJ.~_,._xa.Jth.,) 

• (x,l..a-Xx }.a. ,.Xi A,..A..c.,..t.,.J (Ell) 

to the final cxprasion on the riaht·baDd side, the tint two 
terms arc both (x x 1). wbiJe the third term can be m&ed by 
direct expansion u the adjoint ol A. It c:an be shown (see, for 
example. Hildebrand [1965, chapter 1]) that the adjoint oC A 
is equal to Dl(, and thus (E3) is proven. 

APP£NDIX F : DnrvA110N OF 

IWAQE PoiNT l..ocAnoN 

The equation of the boundary plane in FiJW"C 13 is 

mrx • .t (F1) 

To express (F1) in terms of the principal coordinates x,', x2', 

and x1 ', we use (Al2). 

mrQx'•d · (Fl) 

Transformation to the equivalent isotropic: domain can be ac
complished by defining a new set of coordinates, (x1r • (x1 ', 

No1'A110N 

A adjoint of the hydraulic: conductivity 
1CDSOr, l!/T2• 

B leoatb or oblervation line, L 
• vector reprQCDtiDJ ba1f the observation 

line,L 
C1, C2, C1, C4 dimensjonless co~tants defined by (40)

(43). respec:tivcly. 
c cliJnensjonless parameter defined by (37). 
D determinant ol tbe hydraulic: conductivity 

tensor, I!/T1
• 

d distanc:c from point source to planar 
boundary, L 

e unit vector in tbe dircc:tion or X. 

e. unit vector in the direction or lt. 
e1 unit vector in the dircc:tion of l 

G_. G.,. Gu constants defined by (7). (IS). and (16). 
respectively, ~/T2• 

G..., G.., a. constants defined by (31). (32). (38). 
respec:tively, ~/T2• 

lzu constant defined by (S7). ~/T2• 
II hydraulic head, L 



Ito ~bieni hydraulic bead, L; 
M change in hydraulic: bead, L 
M aw::rqc c:hanae in hydraulic bead ovc:r an 

oblcrvation iiae. L 
M,,. MIJJ cbanae in dimcosioo.Jcss hydraulic bead 

.(dcfiocd in equations (11) &Dd (18)). 
M,,. MIJJ average change in dimeosiooJca hydraulic: 

bead over an observation liDe (defined 
in equations (28) &Dd (36)). 

~ hydraulic: conductivity tensor. L/T. 
L lcoatb or line source. L 
• unit YCCtor normal to planar boundary. 

I YCCtor represeotiaJ half' the liDc source, L 
Q volumetric: injection rate. Jl /T. 

Q* volumetric: injection race per unit leoath 
oC line source. I! IT. 

R diatancc bctwcco point source (or center 
of line source) &Dd observation point 
(or center oC observation lioe), L 

S, specific: storaac:. 1/L 
t time, T. 

t 11 dimensionless time (defined in equation (12)). 
X YCI:tOr from point SOurce (or center or line 

source) to observation point (or center or 
observation line). L 

11 1, 111 dimensionless parameters defined in (19) &Dd 
(20). 

/J1, /Jz · dimensionless parameters defined in (29) &Dd 
(30). 

7 dimensionless parameter defined in (59). 
~ vector from point source to image source. L 

(defined in (5S)). 
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Field Determination of the Three-Dimensional Hydraulic. Conducti:vity Tensor (' 

of Anisotropic Media J 
2. Methodology and Application to Fractured Rocks 

:: ...... 
PAUL A. HSIEH 

SHI.owo P. NEUW.Ui, G.uy K.. S11U!S, 1 AND EUGENE S. SIWPSON 

'11lc ID&Iytical IOiutioas dneloped iD tbe &nt pe.per caD be .- to iDtcrprct tlac r.alu ttl en- bole 
.... c:oaducted iD ailocropic porous OC' lradund ...tia. Ia tbe puUc:ular cue wbcre tbe iDjeccioa ud 
.aai~1 iDtcnall arc tbort nlatiw 10 tbe dilc.aDce becwecD tbaD, tbe tat raulta c::u be ID&Iymi 
paplaically. From tbe lr'UIIieDt ftriatioa ttl laJ'Ciraulic: bead iD a Jiwa .aaitoriq iDcenal, ooe CUI 

deunDiDe t1ae directional laydraalic cWI'IIIivity, ICJ.e)/S~ ud tbe quudty DIS~ by cane matdliDa. (Heft 
ICJ.•> is diRICtioaallaydraulic: coeductivity puaUd to t1ae UDit toeetor, e. poiatillalrom t1ae avecaoa to t1ae 
moaitoriDI iDtcrval, S, is specific storap, aad D is tbe clcccrmiDalt ttl tlae la)'draulic CODductivity tcuor: 
~) ~ priDcipal ftlues aad diredioas ttl K, toaetha' willa S~ CUI tileD be naluated by 6ttiJia ~ 
dlipeoid to tlae ~quare roots ttl tbe clirectioDa.l dift'lllivitics. Ideally, liz clirecboaa1 D:UUrC~DCDtl arc 
required. Ill practice, a larpl' awabcr ttl mcuuremeata is oftCil D11Ce111rJ to eaable 6ttia1 aa lllipeoid to 
tbe data by lcut IQIW'CL II' tbe CIOIDput.ed [ICJ.e)ISJ112 ftlua luctuate 10 ancrely tlaat a ..aaill&ful 
lcut lqlllt'CS lit is DOt possible, ODC lau I diRICt iDdicatioa tlaat tbe IUblwface does DOt bebaw U a 
uailona aaisotropic medium OD tlae Kale ol tbe tat. T..c raults from a paaitic roct Deal' Oradc iD 
eout.bem Arizoaa arc pracDted to iDustratc laow the JDCtlaod worts for lractured rocU. At t1ae lite, t1ae 
~ JBaitc is lhowa to rcspoad-u a DC&r-uailorm, .aaisotropic: medium. t1ae laydraulic: coaductivity o( 
wbic:h ia lttOtlaly coatrolled by tlae orieatatioas ol major fnlc:nan ICU. The croa-bolc tc1t r.ulta arc 
lhowa to be coasistalt with the r.alu o( more than 100 ape-bole peeker tau coaduc:led at tlae lite. 

INBODUC110N 

In the fint paper or this two-part ~Cries, analytical solutions 
were presented to describe the responae or a tmi(orm. aniso
tropic:. porous or fractured medium to injection or pumping at 
a constant rate. In the second paper we describe bow some o( 

thae solutions can be used to design and intcfl'Rt field tests 
that can yield the ~onal hydraulic cooductivity 
tensor and the specific: storqe ot such a medium. 

The proposed test method consists or injecting ftuid into (or 
pumping ftuid out of) isolated intervals in a number ol bore
boles and monitorina the resulting bead variation~ within iso
lated intervals in other boreholes. The tat is desianed specifi
cally for media that exhibit three-dimensional anisotropy 
c:baracterized by principal directiooa that may be initi&Uy un
known. Sucb media are ohcn frac:tuted and o( relatively low 
permeability. We tberef'ore concentrate on fluid injectio~ al
thouah our method ol intcrpretina the test results is equaDy 
valid for fluid withdrawal. We refer to the proposed method u 
.. aoss-bole" testing to distinguish it from single-bole packer 
tests, wbich are more commonly used to determine the hy
draulic properties of low-permeability rocks. 

An important feature or our method is that it aUows the 
boreholes to be inclined, vcrtic:al, or a combination o( botb. 
Sinoe ,the hydraulic conductivity tensor is fully described by 
six independent quantities, a minimum or six observation in
tervals, arranged in an appropriately three-dimensional pat· 
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tern are needed to characterize the medium. This meana that 
the test requires at leut three parallel boreholes that do DOt 
all lie in a plane or two DOaparallel borebola. However, due 
to measurement errors and loc:al nonunif'ormities, it is prefer
able to have data from numeroua intervals in leYCral bore
boles. 

Tbc bead respon.se from each monitoring interval must be 
fitted to cme ol the analytical solutions deYCJoped in the &nt 
paper. Because some o( these solutions are complex and in
volve numerous parameters, fittin& the data by computer may 
be the ultimate manner to analyze test results. However, in 
many cases ol practic:al interest. both the inj«:tion and the 
monitorina intervals are abort enouah 'o justify treatin& tbem 
mathematically u points. 1r the tested rock mau is aufticiently 
far from boundaries that mipt interfere with the rapo1IIC. the 
solution for the point-injec:tioD/poin~-oblcrvation cue liven 
by (4) in the &nt paper is applicable. This solution is simple 
enoup to allow analyzing the test data by a ltaDdard. arapbi
cal, c:urve-matc:hing procedure; the second paper deals pri
marily with this approach. 

Altbouch the analytic:al solutions are derived under the as
sumption o1 constant-rate injection, they are also useful for 
analyzing tests conducted under constant-pressure injection, 
which is often the case for testing in low permeability rocks. 
For constant-pressure injection, the injection rate is initially 
dcclinina but quickly stabilizes to a oear steady state. In the 
c:urve-matchina analysis, one c:an diareprd the early data and 
proc:ecd u if' the injection was at constant rate. 

The head variations measured in a liven monitorin& inter
val in respon.se to injection into a specific: interval provides a 
directional hydraulic dift'usivity value parallel to the line that 
connects the centers or these two intervals. tr tbe medium truly 
behaves u a unif'orm. anisotropic mass on the ICale or the test, 

'tA>'sl 8' !:> ~ i.>t- K 
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Fis. I. Oriea&atioas ol spec:ific dilc:JwJe ftCIOI', .. ud DCpti~ by

clraulic: ~t, -'fl. 

the square roots or these directional diffusivitics when plotted 
as radiw vectors in three diD)cnsions should delineate an ellip
soid. The degree to which such data deviate from a perfect 
ellipsoid provides a qualitative measure ol the extent to which 
one is jwtificd to treat the medium u beiDa Ullif'orm and 
anisotropic: On that sc:aJe. 

After reviewina the notion of directional hydraulic conduc
tivity and describing the: teSt procedure in teocral terms, the 
paper provides details about a partic:ular test conducted in a 
fractured ,nnitic: roc:k ncar Orade. Arizona. The frac:tun:d 
rock is shown to behave as a ocar-unif'orm. anisotropic: 
medium on the: scale ol the test. The principal d.ircctiona ol the 
hydraulic: condU(;tivity tensor are found to be stronafy c:on
troUed by fracture sets identified at the site. The: croa-bole test 
results are shown to be consistent with the results of over 100 
single-bole pac:ker tests conducted at the same site. 

Sot.unoN IN TEJtMS OF DlucnoN.u. Hmuuuc 
CoNDucnvrtY 

Let • and Vlt be the specific: disc:harae and hydraulic: aradi
cnt, respec:tively, and let • be a unit vector in the direction ol • 
(see Fi~W"C n The dircc:tional hydrau.lic: conductivity parallel 
to • is defined as the ratio between the magnitude or. and the 
component or - v h in the direction or .. i.e.. 

(1) 

where the supersc:ript T indic:ates transpose [see ScMilhggn-. 
1957]. The directional hydraulic: conductivity is related to the 
hydraulic: conductivity tensor, K. tbrouJh the aencralized form 
ol Darcy's Law, 

• • -J[VII (2) · 

Premultiplyina both sides ol (2) by •riC -a and replacing • by 
llfql yields 

(3) 

This. together with the definition ol KJ.•) in (I). gives 

KJ.•)- 1/(•rlt- 1•) (4) 

Equation (4) represents a canonic:al ellipsoid defined by the 
radiw vcc:tor (KJ.•)) 112a. Tbe scmiaxcs of this ellipsoid arc the 
square roots or the princ:ipaJ hydraulic: conductivities and 
point in the principal directions of It (see Figure 2~ 

The point-injcc:tion/point-observation solution given by (4) 
in the first paper c:an be expressed in terms or direc:tional 
hydraulic conductivity if we reco~ that A, the adjoint of IC. 
is equal to DIC -a. where D is the determinant of IC. Using (4). 
we can write the: quadratic form • r A8 as 

(S) 

If we now let e be the unit vector pointina from the point 

S77 

SOIIJ"CZ to the observation point. aod R be the distaDce bC= 
tween these points, then Che point-injec:tion/point-obeervation 
solution can be rcwrittcD u · 

- Q(KJ.e)]ll2 {( R2S, )112} 
Ala 4w:RD112 crfc: 4KJ.e)t (6) 

wbere Air. is the head increuc at the oblervation point, Q is 
the volwnctric: injection rate at the point source, t is time, and 
S, is the spec:ific: storqe of the rock mua. lbe dimensiooJes.s 
form of (6) is · 

(7) 

where AlarD and t, are DOW dcfiDed U 

(8) 

(9) 

For the point-injec:tion/point-observation solution to apply, 
the: injection and obecrvation intervals must be short com
pared to the dist&Dce between them. We showed in the first 
paper that an injection interval or lcnJth L may be repre
ICDted by a point whenever 

at, ~ 5.0 (10) 

An observation interval of length B may be represented by an 
observation point wbcnc:ver 

,, ~ 5.0 (11) 

Tbc parameters at1 and,, were defined by (19) and (29) in the 
first paper and can be expressed in terms ol directional hy
draulic conductivities as 

at1 • (2R/L'(KJ.eJ/KJ.e)] 112 (12) 

,, • (2R/B)(KJ.e.)/KJ.e)] 112 (13) 

Here, e1 and e. are unit vectors parallel to the injection and 
monitoring intervals, respectively, and e is a unit vector point
ina from the center of the: former to the center of the latter. 

In acncral. at1 and '• are unknown prior to the test bec:ause 
they depend on hydraulic conductivity. Our approach is to 
treat the test results initially as if they were geucrated by point 
intervals. This provides an initial value of IC., which we then 
use to examine whether criteria (10) and (11) are in fact satis-

Fis, 2. Directional hydraulic coaductivity ellipsoid. ~ semiues 
ol the ellipsoid arc the square roots ol the principal bydraubc coaduc-
tivities. K I'· K J '· aad K) ' · 
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borehole 

borehole 

Faa. 3. Spatial rr:latioathip between the iDjeclioD ud obeenatioa 
iDICfYals. 

fied. If they arc not., the test results arc reinterpreted by means 
or the appropriate solution f'rom · among thole described in 
cases 2-4 in the fint paper. 

for test design purposes, rough initial estimates or«, &Dd 
~~ may suffice. As an example. if the degree or anisotropy is 
expected to be amall. one has KJ_cJ :t: KJ..eJ =: KJ_e~ In this 
case. (10) and (11) reduces to R/L ~ 2.5 and RIB~ 2.5, respec· 
tively, and one may design the test so u to satisry these cri
teria. Otherwise, a rough preliminary estimate or the principal 
direction and the ratios between the principal hydraulic con· 
ductivities (note that mapitudes arc not required) should 
enable one to estimate tbe K 1 ratios appearing in (12) and (13~ 
This. in tum, should allow the bydrolopt to dcsip the dis
tances R. L. and B so u to satisry (10) &Dd (11). 

CuaVE-MATCIDN<i Paocmuu 
Consider an injection interVal represented by a point at the 

oriJin or the cartesian axes, .x,, and a monitorial interval rep
resented by a point at R~1 (fiaurc 3). Let Alt1 be the bead 
increase, measured in the monitorina interval, in response to 
injection at a constant rate, Q1, into the injection interval. To 
analyze the test results. one first prepares. aa:ording to (7). a 
type curve or llh,0 versus t0 on log-log paper, u sbowa by 
figure 3 in the first paper. One then repeats the roUowing 
steps ror eacll monitoring interval,j. 

1. Plot llh1 Ver-sus r on transparent loa-loa paper havina 
log cycles or the same size u the type curve. 

2. Superimpose the data on the type curve. keepina the 
c:ooridinate ues or the two plots parallel. to obtain the best 
visual fit between the data and the type curve. Ir injection 
takes place at a constant pressure instead or constant rate. 
disregard the early 4hJ points, which lie above the type curve. 

3. Choose an arbitrary match point anywhere on the over
lapping portion or the two loa-loa sheets and denote the cor
rcspondina values or 4111, Ilia,,. t, and '• by lllaJ·· 411,.·. ,., 
and r0 •, respectively. 

4. Substitute the above quantities into (8) &Dd (9) to com-
pute 

D!KJ-e1>- <Q!Jt,.•l"rtR!Jtn2 U'l 
<D beiDa the determinant oe JC) and the direction&~ dill'usivity 

KJ..e1)1S, • R1
2r0•1r- (16) 

5. Compute DIS, u the product or DIKJ..eJ) and KJ_e1)1S, 
Ideally, one should be able to determine the six components 

oC the hydraulic cooductivity IenlOr, K. from six such 
measurements. Upon rcplacina• in (4) by eJt we obtain 

t/lt- 1e1 • 11KJ_e1) (17) 

Multiplyina both sides or (17) by s. dcfinina tbe in"Veisc dill'us
ivity tensor u - s~ _,. and expudina tbe left ILand side, 
yields 

J J J --· .Jl Uu + .ft Uu + .ft Uu + uJ,.ftuU + u~JJUU 
+ u11•JJUu • SJKJ_e1) (18) 

where •11 arc tbe compoDCDtl or e1, i.e.. •l• {•11, •JJ• •JJ}. 
SiDc:Je the riJbt·band side is known !rom (16), writina (18) for 
six .dill'erent j values aiva a system oC six linear alaebraic 
equations in the six unknowns U 11, U 22, U u• U 12, U u• &Dd 
U u· for this system to have a unique solution. it is DCCCSSatY 
that none or the six e1 wc:tors be paralJc1 to cac:b other and 
that not more than three or them be in a Jivcn plane. Thus a 
minimum oC three parallel boreholes (not alllyina in a plane) 
or two nonparaUel boreholes arc required ror tbe test. 

Once U has been dctmnincd. the computatioa procccda as 
follows. 

1. Invert U to obtain the difl'usivity tcDIOr S, -alt. 
2. Compute DIS,,, the determinant or S, -tit 
3. Compute (D/SJ, the average or the DIS, values (com

puted f'rom step 5 above) for all the tests. (Ideally, the DIS, 
values ror all the tests should be the same. In practice, theae 
values wiU most likely be different f'rom one another so that it 
is necessary to take an average value.) 

4. Compute S, from 

{19) 

~. Multiply S, - 11: by S, to obtain It 
The above prOc:ledurc works only in the ideal cue wberc the 

tested medium is sufficiently uniform for the square rootl or 
the computed hydraulic:: difl'usivities, {KJ-eNSJ1n, to deJin. 
eate a weD-defined ellipsoid in three dimensioaa. ID pndice. 
nonunifonnities on the sc:aJc or the test may cause tbcle data 
to be scattered in such a way that a perfect fit to an ellipsoid is 
not possible. When this is the cue, U computed by means or 
(18) on the basis or six cross-hole tests may not be positive 
definite and may result in neptive principal dill'usivities, 
which arc physically implausible. A remedy that may work if 
the medium is not too beteroaeneous is to conduct more than 
six cross-hole tests and to fit · their (KJ_e1)1SJlf2 values to an 
ellipsoid by least squares. 

To use least squares, (18) is rewritten in matrix form u 

X••J (~) 

where • is a vector rcpresentina the six unknown terms oC U, 

•T • {Uw U22, Uu. U12, Un, Uu} (21) 

X is a J x 6 matrix or coeffiCients identic::al to thoee in (18). J 
beina the number or available cross-hole testa (J > 6); and J is 
a J-dimensional vector the jth component oC wbic:h is SJ 
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KJ,.e1). In the ordinary least squares (OLS) method, • is com
puted according to [see &ck. and ArMUl, 1917~ pp. 234-235] 

~~ou•(XJX)-axrJ (22) 

This method works weD as long as the square roots of the 
computed directional di1fusivities deviate only sliafltJy from an 
eUipsoid. 

Wbeo the data show large deviations from an ellipsoid, the 
maw U computed from (22) may still l'ail to be positive 
definite. Moreover, if measuraneots in a Jivcn direction are 
lackin& (aay none o( the e1 vec:ton are paralJd to the boreholes 
when the latter are vcrtia.J), (22) may result in an ellipsoid 
that is auduly donpted in this particular direction. A further 
diffic:ulty stems from the fact that since y1 in (22) is inversely 
proportional to KJ,.eJ), the ordinary-lcut-squares method is 
more sensitive to small K• values than to large ones. If these 
values differ by significant amounts, the solution will be biased 
toward the smaUer K• values. 

To overcome these diffiQIJties, we advocate the UIC o( 

weiaflted least squares (WLS) [&ck tmd ArMUl. 1917, pp. 
247-248], 

(23) 

where W is a J x J diaaonal matrix o( appropriate weiaflts. 
The wei&flts should be determined in such a manner as to 
ensure that U is positive definite and that large K• values are 
not overlooked. Si.nce these wei&flts are assigned subjectively, 
a trial-and-error approach may be required when the data are 
widely scattered. 

In some situations, the scatter of the data may be so large 
that an ellipsoidal fit is not possible with any reasonable 
choice of weights. When this happens, the hydrologist must 
conclude that the roc:k cannot be represented by an equiva
lent. continuous medium that is uniform and anisotropic on 
the scale of the test (Another indication that the equivalent 
continuum concept is inappropriate may be lack or fit between 
the 1Jt1 data and the type curve when (10) and (11) are satis
fied.) One alternative is to repeat the experiment on a large 
scale by lengthening the test intervals and the distances be
tween them. Another alternative is to account for discrete fea
tures such as layers, fractures. or fault zones in the interpreta
tion o( the test results by methods other than the one pro
posed here. 

APPUcAnoN ro FuC11.1UD GllANJTlC Roa.s 

To illustrate our methodoloJY, we present the results of 
cross-hole tests conducted in fractured aranitic roc:ks at a test 
site located approximately 8 km southeast or the community 
of Oracle in southern Arizona. At an elevation o( about 1,300 
m above sea level, the site is on the granitic pediment or the 
Santa Catalina Mountains. The roc:k, known as the Oracle 
aranite, is a coarse-grained biotite quartz monzonite or Pre
cambrian age. The pediment belongs to a Precambrian massif 
that is intermittently exposed over a wide portion of south
eastern Arizona. The geoloJY o( the Oracle granite was stud
ied by Barwrjee [19S1] and, more rec:entJy, by JoMs et al. 
[198S]. 

The University of Arizona is operating a field test facility at 
the site. The purpose of this test facility is to study ftuid ftow 
and transpon or dissolved chemicals through fractured roc:ks. 
To date, eiJht ncar vcnical boreholes have been drilled at the 
site (fi&ure 4). The depth of these boreholes ranges from 76 to 
91 m. ~d their diameter from 11 to 20 em. They penetrate 
approxamately 2 m or a thin, sandy soil cover and 13 m of 
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F11- 4. Locatioas ol boreholes at 6dd lite. 

weathered aranite. Below a depth o( approximately ISm, the 
Jr&Dite is unweathered. The boreholes are cased down to the 
top oC the unweatbcrcd Jl'&Dite and left open below this depth. 
The water table is approximately 12 m below land surface. A 
more detailed description o( tbc lite, its surroundinp, and the 
results o( various aeologic. aeopbysical. and hydraulic investi
ptions conduc:tcd at the facility can be found in the rcpon or 
Jona a al. [1985). 

To date, more than 100 packer tests have been conduc:tcd 
over intervals oC approximately 4 m in individual boreholes, 
and more than 20 cross-bole tests were conducted between 
boreholes H-2. H-3, and H-6. (One cross-hole test consists of 
injection into one interval and monitoring at one interval.) 
Details or the hydraulic: testina procedure with preliminary 
results can be foUDd in Hs~lt [1983] and Hsid et al. (1983]. 
For a recent summary o( how the various data were analyzed, 
the reader is rdcrrcd to Nntlf'llln a al. (1985]. In this paper, 
we conc:entrate on the results or the cross-hole tests. · 

A major question to be addressed at the Oracle site relates 
to the scale on whic:h a fractured roc:k mass behaves as a 
uniform. anisotropic medium. Theoretical invcstiptions by 
Romm and Po:iM'tl1co (1963], Snow [1965], and others have 
shown that when fractures are modeled as smooth, parallel 
plates or infinite areal extent, the overall hydraulic conduc
tivity ol the fracture network is a second-rank. symmetric, 
positive-definite tensor. Lortg et al. (1982] questioned the va
lidity ol tbc tensorial notion for rocks with sparse fractures of 
finite extent They demonstrated, however, that the hydraulic 
conductivity or such rocks does bcc:ome a tensor as the 
number o( fractures in a Jiven volume increases. Their analy
sis is based on the computer simulation or steady state ftow 
throuafl two-dimensional networks of randomly peratcd 
fractures bavin& smooth and parallel walls. Our cross-bole 
method, on the other band, enables one to investipte the 
validity or the tensorial concept for real, three-dimensional 
fracture networks in the field under conditions or transient 
ftow. 

EquiptMnt tuul Test Results 

The field equipment. shown schematically in Fiaurc S, in
cludes two sets of straddle-packer . assemblies, one for ftuid 
injection and the other for monitoring hydraulic-head vari
ations. The injection assembly consists or two packers and an 
instrument housing. The latter contains three pressure trans
ducers the purpose or which is to monitor pressure changes 
below the bottom packer, between the packers.. and above the 
top packer. The transducer cables are wrapped into a bundle 
which also contains plastic tubings for air (to inftate the pack
ers) and water (for injection). The water is supplied by cylin-
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dricaJ tanks Wbic:h c::&n be preaurizcd with Wpc II ! ~ air. 
Tbe rate oC injec:tion is mcuwed by recordiD1 the rate at 
wbic:h water levels dcdine in tra.Dsp&mlt IIWIOIDCtCr tubes 
conoec:tcd to each tank. Tbe tanks have dift'crcnt ~ to 

.. aDow obtainins accurate measurements oC ftow rates &om I to 
~ mL/min. The eJec:tric:aJ sipW.s from the tn.Diducen are 
fed into a datalOIFf for ltorqe on mapetic tape. and into 
strip-chart recorders for on-site display. Tbe moaitorins u
tembly is similar to that used for injection exc:ept it W:b the 
water injection tanka.. For further details about the equipment. 
the reader is ref'emd to H!Uit [1983] and H~Wit n IlL [1983]. 

To the date oC this writing. cross-bole tests have been con
ducted between boreholes H-2. H-3, and H-6; the test collfisu· 
ration is shown in Fi~UR 6. In the fisure, the ban indicate 
injection and monitorin1 intervals, aD or which are about 4 m 
Ions. Arrows point from injection to monitorina intervals. 
Thus in test series A, five tests were conducted by injecting 
water into five intervals in borehole H-2. wlu1e the bead re
sponse for each oC the five tests was monitomf in a sin&le 
interval in H-3. (After each test. the hydraulic bead in the rock 
wu aDowed to return to equilibrium before the next test 
bepn.) In test series B, injection took place into the interval in 
H-3 that bad been used earlier for monitoring. and bead rc-

. K-3 .. 
10 

:J 
~J 

TEST SEII IES A TEST SEIIIES I TEST SEIIIES C 

Fia. 6. Vertical crou leCtions sbowia& locations ol iajecljoa aDd 
moDitoriD& intervals (iadicated by ban) for test aeries A. B. aDd C. 
Arrows indicate directions from injection to JDODitoriD& iDtcnals. 
Dashed 1iDcs indicate tau for which no response wu recorded in tbe 
moaitoriD& iDtcrVal. · 
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Fia. 7. Los-los plot or meuured liad -... ..- lime ror all 
IIIU in -- A. Supcrimpoled Oil tile da&a an tile laed tJpe cun& 

spoDJC wu monitored in three iatcrvals in H-6. In teat ICries 
C. water was injected into five intervals in H-2 and bead 
response wu monitomf in six intervals in H-6. 

The three broken lines in Fiaure 6 show tests for which 
there was DO mcuurable rapo01e. We attribate thil 1act or 
respouc to the ableucc ol a d.irect hydraulic: CODDCCtion by 
me&DI ol Crac:tures between the injection and monitoring inter· 
vats. Since tbae tests coDiititutc only a small fraction ol the 
total number, and we are interested in the hydraulic: COilduc
tivity oC the interconnected l'racture aetwork rather than the 
blocks between tbe fractures. we disrep.rd tbCie three tests 
with no mcuurable response. We expect the c:hances oC DOt 
measuring a response in a monitorina interval to dec:rcue u 
the lenatbs or the test intervals are ina'eued. 

Fipres 7-10 show loa-loa plots oC the recorded bead 
c:hanaes in all the monitoring intervals versua time. Superim
posed on the data points are the fitted type curves. In aeneraJ. 
the data fit the· type curves quite well. In test terica A, injection 
wu conducted under constant pressure. The injection rates 
were initially hiafl. and therefore the early data lie above the 
fitted type curves.. In test ICI'iCI B and C. injection pressure 
wu adjusted manually to maintain a constant injection rate, 
and so the early data fit the type curves better. Test B-3 shows 
• lar,e deviation &om tbe type curve &1 late time (after about 
I hour oC injection~ The e&UIC ol this deviation is praently 
uncertain. There wu no indication or fractures openiq due to 
injection, as the injection preaure aDd flow rate rcm•ined 
constant duriq the entire teat. One poaible explanation 

• 1 ·1 
• 1-2 

• 1·3 

Fia. 1. Lo&-lo& plot ol measured bad iDcrcaJe ~ time for all 
teru iD aeries B. Supcrimpoted on the data arc tbe fitted type cune&. 

() 
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FiJ. 9. Lol-10& plot or measured bead iDcreue fti'IUI tilDe lor 
tesu C-1 10 C-6 of ICries C. Superimposed oo the data arc the 6ned 
type curva. 

could be air lcakaae from the packer Jland into the monitor
inl interval. 

To analyze the data, we orient the positive .x1 axis to the 
east, the .x1 axis to the north. and .x, vertically upward. The 
origin or the coordinate axes is located at the center or the 
injection interval 10 that it varies from one test to another. 
Table 1 lists, for each cross-bole test. the coordinates oC the 
center oC the monitorina interval (relative to the center or the 
injection interval), the injection rate. the match point, and the 
hydraulic properties calculated by the curve-matdlin1 pro
cedure. The average value or DIS, is 4.8 X 10- 11 m•tss. Forty 
percent or the computed D/S, values lie between to-•• and 
10-n m4/s'. and 90% between 10-u and 10- 11 m•ts'. While 
this may look like a larae spread. in reality the spread is quite 
small considering that D is the product oC the three principal 
hydraulic conductivities or the rock. Slight variations in these 
hydraulic conductivities could easily chanae D/S, by two 
orders of magnitude, even if S, was the ume value in each test· 

Figure 11 shows polar plots of the calculated [KJe1)/SJ 112 

values for each or the thrc:c: test ecrics. When these polar plots 
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Fia- 10. l.o&-io& plot or measured bead iDcRue \ICI"aal time for 
tats C-7 to C·12 ol ll:ries C. Superimpoeed OD the data arc the 6tled 
typecunes. 

are enmincd iDdividually. Ollly the ODe c:orreapoDdinJ to test 
~Cries A IUIJCSU that the data points JDiPt dcliDcate an cllip
IOid. However. when aD the data are analyad limultaneoualy 
by ordinary least lquares. one ftnds that the data iDdeed fit an 
elliJ*)id u lhown in Fiaure 12. Althoqh the fit is DOt perfect. 
it is QevcrtbcJcu satisfactory in tipt oC the relatively anaD 
IC&Ic oC the tat. The computed princ:ipal hydraulic: CODduc
tivities, priDc:ipal direc:tiou. and apecific ltOfai'C are listed in 
Table 2. 

The polar plots oC test ICries A in Fipres 11 and 12 are 
more augestive or an cllipee than thoee or test ICries B and C. 
ODe is tbereCore tempted to repeat the analysis by means of 
weighted lcut squares with heavier weights on the raults oC 
test ICries A than thqse or the other tests. Fiaurc 13 shows 
what happens to the fitted cllip10id wben the weights aaipcd 
to test 8eries A exceed thote asaiJDed to test ~Cries B and C by 
a factor of 4. While the fit in the plane of boreholes H-2 and 
H-3 is slightly more cveD, the fits in the other two planes 
remain essentially unchanpd. The wei&flting factor or 4 is by 
no means a unique value but is cbOICD to illustrate that a 

TABLE I. Locatiou or Ceatcn ol MODitoriD& btcr'YIJs (llclative 10 Ceatcr or bQectioD btenal). 
Injection Rates, and Results or Cunc Matchina for Test Series A. B. and C 

Test .x,, .x,. .x,, Q, All·. re, D/K! K.ts. DIS. 
Number m m m m'/1 m • m2/l m2/l m•~s• 

A-1 -6.1 0.0 -1.2 4.5 x 10·' 0.14 1A X 10' 7.4 x 1o-•• 1.2 X 10-2 u x 1o-•• 
A-2 -6.1 0.0 -0.4 L5 X 10•' 0.30 2.9 X 10' 1.2 X 10. 16 u x 10-• 1.5 x I0-11 
A-3 -6.1 0.0 2.2 3.2 x 10-' 0.54 1.3 x 101 5.3 x •o-•' 3.2 X 10-2 1.7 x 10-u 
A-4 -6.1 0.0 6.2 4.3 )( 10_, 0.2S 2.1 X 101 L5 x •o·•• 3.6 x 10-2 8.9 x lo-u 
A-S -6.1 0.0 1.9 8.3 X 10· 1 0.09 7.4 X 101 4.6 X IO~U 1.6 x 10·2 7.3 )( 10-" 
B-1 7.6 7.6 1.5 7.3 x 1o-• 1.10 9.0 X J()l 2.4 x 10-u 1.3 x 1o-• 3.1 x 10·" 
B-2 7.6 7.6 -2.0 7.3 x 1o-• O . .s.t J.4 X J()" 9.1 x 1o·u 8.9 x 1o·• 8.7 x 10·" 
B-3 7.6 7.6 -8.1 1.1 X 10-S o.so 6.4 )( 101 1.1 x 1o·•• 2.1 x 1o-2 4.1 x 1o-•• 
C-1 1.S 7.6 1.3 6.s x 10·' 0.32 8.0 X 101 4.3 x 10· •• 1.1 x 1o·• 3.3 x lo-u 
C-2 1.5 7.6 -2.2 4.9 )( 10_, 0.29 1.2 )( 10" 2.8 x 1o·•• 5.4 x 1o·• 1.5 x lo-u 
C-3 1.5 7.6 S.2 4.2 )( 10-' 0.09 1.2 )( 10" 1.6 x 10-u 7.3 x 1o·• 1.2 x lo-n 
C-4 1.5 7.6 u 4.2 X 10·' 0.12 u )( 10" 1.2 :~~: lo-u 4.2 )( 10- J 5.0 x lo-u 
C-5 1.5 7.6 -2.3 1.3 x 1o·• 2.20 1.0 )( 10" 3.2 x 10·" 6.6 x 1o·• 2.1 x •o-" 
C-6 1.S 7.6 -5.8 1.3 x 1o-• 0.3S 9.4 )( 10' u x 1o·•• 1.0 x 10·2 8.9 x lo-u 
C-7 1.5 7.6 -10.6 1.3 x 1o·• 0.17 7.2 )( 101 2.0 x 1o·u 2.4 x 10·2 4.9 )( 10-" 
C-8 1.5 7.6 1.2 1.1 x 1o·• 0.25 5.4 )( 10' u )( 10-u 1.2 x 10·2 2.1 X 10- J1 

C-9 1.5 7.6 -2.3 u x 1o·• 0.22 1.5 )( 10" 3.2 x 1o·u 4.4 x 1o·• 1.4 x 10·" 
C-10 1.5 7.6 -7.1) u x 1o·• 0.22 2.0 )( 10" 1.9 x 1o·u 5.5 )( 10_, 1.1 X 10·" 
C-11 1.5 7.6 1.0 1.1 x lo-• 0.10 1.6 )( 10" 3.o x 1o-•• 3.1 x •o-• u x 1o·•• 
C-12 1.5 7.6 -3.8 1.1 x 1o·• 0.23 1.4 )( 10" 4.6 x 1o·u S.3 x 10_, L5 )( 10-" 

All values of I!Jr• ud r• arc matched to Allr,• • 1 aDd rD• • 1. 

tfOJ 
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TIST Rlltl$ A TIST RIIIU I TIST RIIIU C 
-H-:1 H-2-

_ .._, ..,._ -H-2 ..,. _ 

0.0 0.1 o.2 .., ... -
better fit c:u be obtaiDcd by aaipina heavier wcipts on the 
results oC tat ICrics A. We made similar c:alculatioas usiq 
wa,htina factor oC 2-tO &Dd found that the resultant fit wu 
DOt IUblt&Dti&lJy dift'CRDt from that obtaiDcd usiq a wcipt
iq factor or 4. 

Tbe results or the wciptcd least aquara fit are allllliiW'iDd 
in Table 3. A compariloa witb Table 2 lhows that tbe ODly 
notable dift'en:DC~C bctWCCD the ordiDary &Dd weipted least 
aquara results is in tbe piUDJC oC .the maximum &Dd inter
mediate principal hydraulic conductivities. AU the other quan
tities remain eueoti&Dy unclwlpd. 

If we accept the results oC the wciahted least aquares analy
lis., we fiDd that the ratios bctwee:n the priDc:ipal hydraulic 
CODductivitics are approximately 7 : 3 : t. The minimum priD
cipal hydraulic: conductivity is 2.2 x to-• m/s and its plun,e 
is near horizontal The pometric: mean o( over 100 hydraulic 
cooductivity values obtained at the lite by linsJc-hole packer 
tests is 2.9 x 10-• m/L Since the boreholes are near w:rtic:al. 
tbe linsJe-hole test results reprexnt mainly horizonta1 hy
draulic conductivities. We c:cmclude that the lin&)e-bole and 
cross-bole tests yield consistent values or horizonta1 hydraulic 
conductivity for the Oracle Jr&Dite at tbe lite. However, the 
equivalent isotrope hydraulic conductivity or the rock. Jiven 
by the pometric mean or the priDcipaJ values. is 6.2 x to-• 
m/L The linJic-bolc test results undcratimate tbis value by a 
factor oC two. Tbe same reaults undc:reltimate the muimiun 
principal hydraulic: CODduc:tivity by a factor or six. 

Specific atorqe values dctermiDcd from 10 linJle-hole pra
aure alua tats in H-2 r&DJC over 2 orders or mapitudc from 

2 x to-' to 2 x Jo-s m- 1 [HiiDI a al.,t983, Table 7). WIWc 
liqle-bole determinations oC S, are DOtorioualy unrdiablc, 1ft 

nevcrtbdea fiDd it intcreltin& that tbe aw:rqe cl tbae ta 
values, 4.4 x to-• m- 1, compares favorably witb the mcm 
reliable (ao we betine) value or S.l x to-• m- 1 dctermiDcd 
from c:roa-holc lata (Table 3~ 

For tbe lut llep in our analysis, 1ft c:bec:t lrtbe aiteria (10) 
&Dd (11) are uticficd by all the croll-bole tata. Scniptfor
ward c::a1c:ulatioas uaiq (12) &Dd (13) show that aD tbe t.-ta 
except A-2 to A-S satisfy the criteria for trcatina the injec:tioa 
&Dd monitoring intervals as points. The • 1 &Dd Ia values for 
test A-2 to A-5 are all leas than S but areater than 3.1..ookina 
at FiJure 11 oC p&pcr 1. we tee only a IID&l1 dift"c:re:DCC betWDCD 
the type curve for •a- Ia- 2 &Dd 111 - Ia- S. Tbc:rc{ore we 
cooc:lude that for tats A-2 to A-5, tbc clirec:UODal dift'ulivitiel 
ca1c:ulated by tra.tina the intervals u points are doec to tboee . 
ca1c:ulated by tra.ting tbe intervals u finite 1iDca. CoDaide:rina 
the ac:attcr in tbe data. our overall interpretation cl the teat 
results would Jiot be cbanpd even if we rc-analyzina tats A-2 
to A-5 usina the Jine-injec:tion/linc-obecrvation solution (cue 

" in paper t ~ 

JUIDtioruhip Between Anisotropy ll1tll FriiCtlln OriDit4tiofls 

Information about fracture orientations at the lite is aftil
able from surface mappina alona limited apoiUl"CC, acoustic 
televiewer lop. and cores oriented on tbe buia oC the acouatic 
teJcviewer lop [Jona et IlL. t98S]. Fipre lot. abowlalowcr
bcmispbcrc, atcrcosrapbjc: projection (ltcreoDCt) cl lracturea 
fouod in JI'Ulitic outcrop& in the viciDity ol tbe lite. Fiprea 

TEST HIUES A TEST HIIIU I TEST RIIIIS C 
- H·l H·7-

Ill 

- H·l M .. - - M-2 M4 -
- -- --,- -- - - · ~ r-" ·-· ·- I 

::f--. ·-e· : :·~ 
Cbl 

. I 
I 

. . 
I ! 

- . • --- -"- . _ _ ___J 

Ccl 

rJI. 12. Directional hydraulic CODductivity eDipiOid fitted by ordiJwy leut equara. (.-c) Vcr1ical croa -=boDs of 
fitted cllipiOicl alona planes ol tell ICrics A. B, ud C (~ Oblique view ol \I'CrUca.J croa aectioaa oricDted iD dane 
dimensioDS. (t') Oblique view ol fitted cllipeoid. 

) 
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u x to-' 
u x to-• 
t.7 x to-• 

CalcuJatod apeci6c I&Orqe - 4.2 X tO-· Ill- l. 

14&-c show ltereoDcts or fr'acturea mapped aloaa boreholes 
M-1 and H-2. rapcctively. Stcreooets arc also available for 
boreholes H-3 and H""' [ICC JOMS ~ tiL. 1985] but arc DOt 
shown bcrc.. AA ooc may expect. the aurfacc data arc biuod 
toward steeply dippina fractures. wbcrcaa the w:rtical borehole 
data show a bias toward Jow-an&fc fractures. A combiD&tioa 
or both data sets provides a more complete reprCICDtatioa oC 
fracture orientations in the rock m.ua. ADalyzina the com
bined data, Jones ct aL foWld that despite the ac:attcr in orien
tations, the &uturcs at the lite can be subdivided into six 
fairly distinct acta. Fiprc 1.5 shows the outliDCI oC thae 1ct1 
oa the stereonct, together with their central teDdenc:ies or 
mean orientations (indicated by dots~ The strikes and dip1 oC 
these central tendencies arc listed in Table 4. 

JOMS ~ al. [198S) usigned names to the fracture letS bucd 
oa their apparent oriJins. Primary sets 1. 2. and the c:rou 
joints arc considered to be primary features controlled by the 
direction of magma flow durin& the initial emplaa:mcnt or the 
pluton. Conjupte Jets A. B. and the ft.at-lyins fractures arc 
1ee0nda.ry features created by subsequent tectonic: episodes. 

A comparison of Table 3 and Fisurc 13 with Table 4 and 
Figure IS shows that the principal directions or the hydraulic 
conductivity tensor (i.e.. the major. intermediate, and minor 
axes of the hydraulic conductivity dlip10id) &re stronaJy c:on
troUed by the fracture sets identified at the lite. Tbe major axil 
is subparallel to the line formed by the intenection oC primary 
Jets 1 and 2. The intermccliate axil is aubparaDcl to the liDe 
formed by the intencctioa oC the c:rou joints and primary let 
2. The minor axil is aear horizontal. just like the flat lyiaa 
joints. Its bearin& is subparallcJ to the strikes of the c:rou 
joints and primary let 1. and aormal to the planes oC the 
fractures in primary let 2. It is quite clear that the oear
onhoaonaJ &uturcs of primary letS 1. 2. and the c:roa joints 

u x to-• 
6.9 x to-• 
2.2 x to-• 

control to a larJe ateDt the oricntatioal and mqnitudcs oC 
the principal hydraulic c:onductivitiCa. Amooa thcle three Jets. 
the Dear-vertical fractures o( primary let 2 exert the pa.test 
ia1lueDCC oa the hydraulic conductivity tcDIOr. SiDce the c1rcct 
of tbelc ¥Cf1ical fractures is DOt f'dt sulfic:iently wben ODe COD• 

ductalinale-bolc pKker tests in wnic:al borcbolea. it ia easy to 
undcntand why the results of these tats u.Dderatimate the 
hydraulic c:ooductivity or the Oradc JRDite. 

CoNcwsloNs 
The followin& CODC1ulioaa can be draWD from paper 2 of 

our two-part series. 
1. Crou-bolc tats can often be dcsill*f so u to enable 

one to treat the injection and monitorina intervals mathemat
ically u if they were points. This makes it pouible to analyze 
the test results araphically by means oC a type curve. By 
matching the recorded bead response to the type cune on 
loa-loa paper. ooe can compute the directional hydraulic dif
fu.sivities, KJ..e)/S. p&rallcl to the liDel connec:tina the centers 
oC the injection &ad monitorin& interva.la. toaetber with the 
quantity D/S, 

2. A major advantqe ol our propoiOd field method is that 
it provides two criteria for examinina the degree to which the 
tested rock mass can be treated u a three-dimensionally uni
form and anisotropic medium oa the ac:ale of the test. For 
such a treatment to be valid. the recorded head data must fit 
the type cune and the square roots or the directiooa.l diffusiv
itics must delineate an cDip10id in three dimenaioaa. If these 
two criteria arc satisfied. the rock can be cb~ by a 
symmetric:, positive«finite hydraulic conductivity tmaor. K. 
and a aepaexntatiYe specific storap. S, 

3. The propoted c:raa.holc method docs Dot require that 
the principal directioDI or the hydraulic conductivity tensor be 

TEST SlllllS A TEST SlllllS I TEST SliiiiS C 
- H·l H·2- - M·3 H .. - - H-2 H-4- ;r---~ ,-- · .. ~-- ----"! - ---, 

-·-&: (7.J . {J.-~ I ' i 
I I 

I 

_i_ - -~ --- · -----~ .. , lbl 

' I 
·-- ··- J . 

lei 

_ _j 
,/ 
~ · 

.;;---/ 
rlJ. t3. Dir=ioDaJ hydraulic coaductivity elliptOid &nod by wciahted least IQu&aCL (.-c) Venical croa IIICtioDI or 

fitted ellipsoid aloaa plaaes or tat leriCI A. B. aDd c. (~ Oblique view o( wcnicaJ Ci'OII ICICtioaa oricated ia tbne 
dimcDJioaa. (~) Obtique view or fitted ellipsoid. 
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(o) (b) (c) 

Fi&- 14. Stercooets dlowiq lncture plaac DOnDIJa mapped ~) aloDaiUifacc GpoiURI, (•) iD bonbok M-1, ad (e) iD 
borehole H-2. Numbers oa eoatoun nlcr to pagalt cltolal poiDts per 1% area ol &be ....,ispbtrc (after Jo.s • & [ltlS, 
Fiprcs 2.6 aDd 2.8.)). w . • . ' 

·' known prior to the test. Except for a few fatric:tioas. tbe 
boreholes can be oriented in directions that Deed DOt be relat· 
ed to the principal dircc:tions. While there is an advantap in 
working with boreholes having various inclinations, a ICt or 
parallel (e.s .. all vertical) boreholes is admiaiblc. 

4. Ideally, one lhould be able to determine tbe six iDde- • 
pcndent components or)(. toacther with s .. from six c:roa
bole tests (each test involving one injection and ooc monitor· 
ing intcnal~ This is 10 provided that DOne Of tbe tiDes COD· 
DCCting the centers of the injection and monitoring intervals in 
these six tesb are parallel to caeh other and DOt more than 
three or them arc in a plane. To satisfy these rcquircmeDts, it is 
necessary to have a minimum of three parallel boreholes (not 
all lying in a plane) or two nonparalld boreholes. 

S. In practice, nonuniformitics in rock properties often 
cause the data to be scattered in such a way that a perfect fit 
or [K.,(e)/SJ 112 to an dlipsoid is not possible. To deal with 
this difficulty, one must perform more than just six tests at a 
lite. If the scatter or the resultin& directional dift'usivities is DOl 
too large, one should be able to fit their square roots to a 
theoretical ellipsoid by ordinary least squares. We advocate 
the use or wcislued least squares to compensate for inluftic:ic:nt 
information in certain directions (e.g.. when tbe boreholes arc 
vertical. there may be very few tats along steeply dipping 

FiJ. 15. Central teadenc:ies and areal cliltributiou or six fracture 
aets identified at the field lite (after JtlfWs er cl. [1915, Fipre 2.10.)). 

ansJcs) and for the fact that tbe method is more ICDiitive to 
small K~ values than to Jarae ODeS. 

6. Results or cross-bole tcltin& at a fractured Jr&Ditic rock 
site ncar Oracle. Arizou., suucst that, on aiC&le or 10m or 
more. tbe rock at tbe site behaves hydraulically in a manner 
DOt too dift'ercnt from that oC a uniform. anisotropic medium. 
Although the directional hydraulic dift'uaivitia abow a ec:atter 
due to nonuniformitics in the local rock properties. their 
square roots c:an ocvertbelcss be fitted to an clliploid by leut 
squares. Tbe priDcipal ctirec:tioDs and priDcipa1 hydraulic COD· 
ductivities arc controlled to a Jarae extent by tbe three ncar
orthoaonaJ primary fracture ICU in tbe rock mass. Among 
tbc:sc three ICU, tbe ocar-vcrtical fractures deuificd u pri
mary ICt 2 excn the putcst inftUCDCC on tbe hydraulic COD· 
ductivity tcDJor. 

7. The pomctric: mean of hydraulic conductivities from 
over 100 packer tats in individual boreholes at the Oracle 
t'acility is very dose to tbe minimum principal hydraulic COD· 
ductivity determined from the crou-bole tats. This is consis
tent because the direction oC the minimum priDc:ipal hydraulic: 
conductivity is oc.ar horizontal, and, siDCC tbe borebola are 
CUCDtiaDy vertical, tbe liqlc-boJe tell results ICpiCICDt largely 
the horizontal hydraulic conductivity oC tbe rock. However, 
tbe liDaJc-bole results UDdcreltimatc tbe equivalcat isotropic 
hydraulic conductivity or tbe rock. liveD by tbe pometric 
mean or the three priDc:ipll values, by • factor or two. Tbc 
same results UDderatimate tbe ID&Iimum priDcipal hydraulic 
conductivity, which is iDdiDcd at a steep aqlc, by a factor ol 
6. . 

I. The cross-bole tats yield a re&IOD&ble value for tbe 

TABLE 4. Strikes aDd Dips or Ceatral Tcodmria or Fracture Sets 
IOaltificd at the Site · 

Ceatral TCDdcDcy 

Fracture Set Strike Dip 

Primary 1 338° 44"E 
Primary 2 57° IO"NNW 
Croa joints 320" 45"W 
Conjupte A 35° 54"E 
Colljupte B u· 41"W 
Flat lyiaa 40" 21"E 

Aller JDMs er cl. [1985, Table 2.2). 

() 
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lpCICific stor&F ol tbe Oradc puite. While \'&lues oC apecific 
storqe obtaiood from liocle-hole pKkcr taa arc DOtorioualy 
mudiable, we acvcrthcJcsa foUDd that tbc aw:rqc oC 10 such 
\'&lues detcnDined iD ODC of tbe bon:bolca U8ed for crou-bolc 
1atinc ia virtually ideotical with tbe \'alue obtaiDed &om tbc 
c:roa-bole tats. 

Adltow~ nc authon tlwlk J. Pa.tly ror aaistucc iD 
ODDISuctiq 6dd tests, A. Gilka lor Cabric:atioa ol 6dd equipman. R. 
~ l"or c&.ipia1 ud ooutnac:tiD1 lbe 111ecaoaic data coUectioo 
~ystcm, ud G. TJaomPIOD ud J. Cirilat ror .-...DQ' iD daipiDa 
6lld equipmmt. 1laia wort wu IUJIPOned by 1be U. S. Nudeat Jt.qu
ktory CcJmmjspcm aadcr ClOIIUKt 80. Nlt.C-44-'71-27.5 ud by die U. 
S. o.o&op:aJ SIIIW7. 
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A8STRACT 

Neuman, S.P. and Depner, J.I'J., liM. UN ol•arlabl.-la ,_ure teet data to 11tlmate the lot 
hydraulic conductl•lty conrlance and clleperaiYity ot frectured rnnltee nnr Oracle, Arl10n1. 
In: R.I .. Dr••· M. lllno, r .K. Kltanldla and K. Takwehl (!dltore), llydroloclc R-arch: The 
U.S. Japan E1perience. J . llydrol., 102: 4711 -IIOl. 

Application of modem lltoehaetlc th-t• to ftOIIunlfon~~reoloclc media requlrea, amonr other ' 
thlnr•. knowinr the principal dlrect.lona and correlation lenrth• or ttl. lor hydraulic eonductlwlty 
eonriance. To Infer thle Information b)' etendard reoetatl.tlcal melhoda directly frons point 
meaeuremente of hydraulic conductlwlt1 In three-dii'Milelonal apace le eeldom poMibla due to a 
ubiqultoua eearcity of data. To ehow how thla dllllc:ulty can be O¥ercome we - an eumple of , 
fractured 11ranitlc rocka near Oracle, Arisona. At thla elte, hydraulic concluctiYitlee _,. meaeured 
on a email eeale by packer teete and on a larrer eeale b)' croM-hola t11t1. The tellt reeulte eu11e1t 
that the me11ured hydraulic eonductl•ltl• ean be •lewed aa41uantltlee defined onr a continuum 
which are eealar on a loealac:ale but e1hlblt lerra ace Ia anlaotrop1 due to apatlel no~~unifonnlty 
and the eft'ect of fracture orlentatlona. Bued on thla obeerntlon, the two aet. or hydreullc 
conduetl•ity clata are releted theoratlcelly and the reaultlnr e•pr-ion le ueed to 11tlmata the 
anleotroplc eonrlance function ollor hyclraullc concluctlwitl• at the Oracle elte. We then -ploy 
theae parameten to ealeulele a Flcklan dlapeniYily teneor for tiM Oreclarrenlta b)' relyln1 on the 
recent th-y of Neuman et el. (1887a). Our reaulte hl1hll1ht the need to e1tend anllal>le 
eloehaetlc theorlea to the clomaln ol elroniiY ftOIIUnlfona lllldla the properti• ol which lluctuele 
with lull amplltudea, 

INTRODUCTION 

Application or modern atochaatlc theories to nonuniform reolotic media 
requires • knowledge or (amonr other thinr•> the principal direction• and 
correlation length• or the aniaotroplc lor hydraulic conductivity covariance. 
Determining the complete covariance atructure directly from point meaaure
menta of hydraulic conductivity in three-dimenaionalapace Ia eeldom pouiblo 
due to a ubiquitouaacarcity or data. In layered media the problem Ia aomewhat 
alleviatecl by the prior knowledge that the principal direction• are parallel and 

0022-11194/8111$0.1.110 0 1988 El•rier Science Publlehera B.V. 
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normal to the bedding (Hufschmied, 1985). No such prior statements can 
generally be made about fractured rocks. To show how this difficulty can be 
overcome we use an example of fractured granitic rocks near Oracle, Arizona. 
At this site, hydraulic conductivities were measured on a small scale by packer 
tests and on a larger scale by cross-hole tests. N~uman (1987) has provided the 
rationale for treating these measurements as realizations of a stochastic 
process defined over a continuum; for details the reader is referred to Neuman's 
paper. The author further suggests viewing this process as being scalar on a 
local scale while exhibiting large-scale statistical and hydraulic anisotropy 
due to spatial nonuniformity and the effect of fracture orientations. We demon
strate in this pllper how the nature of such a stochastic process on scales 
smaller and/or larger than the scale of measurement can be studied by means 
of deconvolution and/or spatial averaging techniques. This makes it possible to 
analyze data, obtained on different scales, jointly within a unified conceptual 
framework 110 as to reinforce each other. 

Due to the arrangement or the boreholes, the packer test data were sufficient 
to obtain a good definition of log hydraulic conductivity covariance in the 
vertical direction but not in any other direction. Based on the cross-hole test 
results, Hsieh et al. (1985) were able to show that, on a scale larger than any 
individual cross-hole test, the fractured Oracle granite can be characterized by 
an "effective hydraulic conductivity tensor" or the kind traditionally 
associated with porous media. Our knowledge of this effective hydraulic con
ductivity tensor enables us to analyze the single-hole and croas-hole data 
jointly by means of a theoretical expression modified aner Gelhar and Axness 
(1983a). We show how this expression can be used to estimate all the 
parameters of the anisotropic covariance function of log hydraulic conduc
tivities at the Oracle site. Our approach, originally described in the M.S. thesis 
or Depner (1985), can be viewed as a more general version of the method used 
concurrently by llufschmied (1985) to estimate the three-dimensional aniso
tropic structure or the hydraulic conductivity field in a layered medium hosed 
on pumping test and flowmeter data. We then employ the above parameter 
estimates to calculate a Fickian dispersivity tensor Cor the Oracle granite by 
relying on the theory or Neuman et al. (1987a). Our purpose i1 to illustrate the 
principle• of a methodology while recognizing that the actual calculations may 
not be entirely accurate. This is so because the particular expressions used are 
formally limited to data with variance• 1maller than those encountered at 
Oracle. This highlights the need to extend available stochastic theories to the 
domain or strongly nonuniform media the properties or which fluctuate with 
large amplitudes. 

IN-SITU TESTS AT TilE ORACI.E FIELD SITE 

The Oracle field site is located on the northern edge of the Santa Catalina 
mountains about 8 km from the town of Oracle, Arizona (Fig. 1). The site lies 
on a gentle, northeast facing slope at an elevation of approximately 1300m 
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above mean sea level. Below a eurflelal layer of tandy soil that extend• to a 
depth of approximately 2m one ftnda a ma1a of Precambrian biotite quartz 
monzonite known as the Oracle granite. The granite I• fractured and interaec
ted by dikes of various compo1ltlona. The upper 13m of the granite aro 
weathered. More details about the geology of the site and ita surroundings can 
be found In Banerjee (1957) and Jones (1983). 

Figure 2 shows the spatial arrangement of eight near-vertical exploratory 
boreholes drilled for site investigation. The depth of the boreholes ranges from 
76 to 91 m and their diameter from 10 to 17 em. The water table is approximately 
12m below land surface. Based on core analysri, borehole geophysical logs and 
surface mapping, Jones et al. (1985) were able to define several sets of fractures 
at the site and describe their 1pat1a1 and statllllcal distribution•. 

More than 100 single-hole packer testa were conducted in aeven of the eight 
boreholes (M-1 and 11-2 through 11-7}. Details of the equipment and procedure 
can be found in Hsieh et al. (1983). In each test, the distance between the 
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packers waa 3.8 m. Aa the influence of each test diminishes rapidly with 
distance from the axis of the borehole, the measured hydraulic conductivities 
can be taken to represent near vertical cylinders of rock having a height of 
approximately 3.8m and a small radius. An updated version orthe teat reaulta 
iagiven in Appendix A of Depner (1985). The latter author haa made an attempt 
to correct theao data for possible leakage past the packers. 

The corrected hydraulic conductivity estimates from the single-hole teata 
are liated in hi a Appendix 8. Out of 102 intervals tested the results orthrce were 
discarded during the leakage correction becauae they corresponded to negative 
or near zero injection flow ratt.'l. In only fourteen of the rcmalning99 intervnla 
did the le~tkage correction cause a perceptible change in hydraulic conduc· 
tivity. Sample statistics for the two seta of data, in terms ofhaae ten and·natural 
log hydraulic conductivities when the latter are expressed In m a·•, are liated 
in Table I. 

Croaa-hole testa were conducted by injectln1 water into a packed off interval 
in one borehole and monitoring the preaaure responae In another packed-ofT 
interval within a neighboring borehole. More than twenty pairs of injection 
and monitoring intervals were tested in boreholes 11-2,11-3 and 11-6. The theory 
underlying the cronhole approach hat been developed by Hsieh and Neuman 
(1985). The croaa-hole teataahowed that the rock maaaapanning the above three 
boreholes can be characterized approximately by a single "effective" hydraulic 

TABLE 1 

Semple etetletlee or eln1le·hole be ... ten 101 (natural l01ln perentheeee) hydraulic conductivity 
data. oricinelly In m ,., 

Number or 11mplee 
Minimum 
Maaimum 
Mun 
Variance 
Skewneae 

~ 
~ 

Orltinal Date 

102 
-10.2 
-11.22 
- 7.97 (- 17.1) 

1.113 (8.10) 
0.19 

Leeht•eorrected date 

99 
-10.1 

-11.22 
- 7.87 (- 111.1) 

1.30(11.88) 
0.24 

479 

conductivity tensor. Ordinary and weighted least aquaree fits of theoretical 
hydraulic conductivity ellipaoida to the test data yieldt.'tl tho princitml 
hydraulic conductivitiea and directionaliated in Table 2. Clearly, the prindpal 
hydraulic conductivity direction• of the Oracle 1ranite at the test site are 
neither horizontal nor vertical. Haleh et al. (1983) were able to demonatrate 
that these directions are controlled by the orientations of the major fracture 
seta identified at the site by Jones et al. (1985). 

DIRECT INFERENCE OF BEMIVARIOORAMB FROM SINOLE·IIOLE TEST DATA 

We mentioned earlier that hydraulic conductivities obtained from single 
hole packer testa at the Oracle aite represent near vertical cylinden of rock 
having a height of approximately 3.flm and a amall radiua. As pointed out by 
Neuman (1987), one can auociate the hydraulic conductivity measured in each 
teat with a point at the centroid of thia cylindrical rock volume. Since the data 
consist of a relatively large aample of hydraulic conductivities all of which are 
nonzero, it makes sense to expect that aimilar aize volumes centered about 
arbitrary points within the rock would a lao register nonzero hydraulic conduc
tivity values if subjected to the aame type or packer teat. Upon assigning auch 
values to the centroids or all aimilar aize volumes, one entia up having " 
hydraulic conductivity associated with each point . in the rock mass. In other 
words, one ends up with. a hydraulic conductivity Held defined over a • 
continuum. The volume or rock repreeented by the hydraulic conductivity or 
each point Ia called the "aupport" ofthla particular continuum representation. 

At Oracle, the boreholes have a predominantly vertical orientation. Since 
flow during each packer test Ia larrely radial, one may expect the teat results 
to be aomewhat biased toward the horizontal direction. Although we wi11 see 
later that auch a bias Ia not indicated by the available data, to minimize the 
possibility that it will occur Neuman (1987) recommend• workin1 with dnta 
obtained rrom boreholes havlnra variety or orientations when this Ia practical. 
In the latter case, Instead of ahowinr an orientation bias, the measured 
hydraulic conductivities may exhibit a rreater acatter becauee one would now 

TADI.E 2 

Croa·llole teet reeulll (ener Heleh et •I., I !IIIII) 

Method or Eetlm•tiKI prlnc:lpel dlrectl- Eetimeti!CI prlnc:lpel 

Interpretation hydraulic conductivity (m 1 · I) 

Index I Deanne Plunc• 

Ordinary I 24&- n- 8.11 .. to·• 

least aqueree 2 . 340" .. 1.1 " 1o ·• 
3 .,. w t .8 .. to·' 

Welthti!CI I 24~ at• 8 .1 " to·• 
leaet aqueree 2 34z- .. 2.2 " to ·• 

3 711. w 1.8 " 10 ·' 
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be sampling a larger range of directional inftuence11 on the local hydraulic 
conductivity values. The author recommends handling this 11caltcr as noise 
suJ>erimposcd on the measured hydraulic conductivities while viewing the 
latter as scalar quantities. The effect of fracture orientation on the hydraulic 
conductivity of the rock would manifest itself through an anisotroJ>ic 
covariance structure on a larger ecale, as we shall indeed eee later. This 
anisotropic covariance structure would in turn cause the rock to exhibit an 
anisotropy or hydraulic conductivities on a scale larger than that or an 
individual packer test. 

It is usually better to work with log hydraulic conductivities than with 
hydraulic conductivities because the former lend to be distributed in a manner 
closer to normal than the latter. This is the case with the packer test data from 
Oracle both before (Jones et al., 1985) and after (Depner, 1985) correction for 
leakage. To account for the possibility that the smallest support which allows 
defining the log hydraulic conductivities at Oracle over a continuum could 
have length scale shorter than 3.8m, we treat the measured log hydraulic 
conductivities as averages, over this distance, of values associated with some 
minimum support the precise volume of which moy remain unspecified. 
Horizontal averaging can be ignored because the data represent cylinders of 
rock having a relatively small radius. We shoJI refer to values associated with 
the minimum support as the "underlying log hydraulic conductivity process" 
and to the measured values as "regularized log hydraulic conductivities". Our 
approach is conservative because the variance of the underlying process con 
only be larger, never smaller, than that of the regularized process: this, indeed, 
is what we will soon observe. 

We willeee that the available data allow treating the underlying scalar log 
hydraulic conductivities as a eecond·order etationary etochastic process 
characterized by on anisotropic covariance in three-dimensional apace. The 
measured data themselves can be characterized by a vertically averaged or 
"regularized" version of this underlying covariance. Ae we shall notice, this 
leads to resulte which are consistent with thoee obtained independently from 
the crose-hole teste. 

We will assume that the underlying covariance of log hydraulic conduc· 
tivities exhibits a special type of anisotropy known as ellipsoidal (Vanmarcke, 
1983) or geometric (Journcl and Huijbregte, 1978). This mesne that one can 
define a system of principal Cartesion coordinates, xr, and corresponding 
principal characteristic lengths, L1 , f.t, Lh such that the covariance becomes 
isotropic when "Pis transformed according to: 

x* - L -• "r 
the matrix L being defined as: 

[

L• 

L • : 

~ 

0 

L. 
0 ~] 

(1) 

(2) 
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Specific examples of ellipsoidal covariances are provided by the exponential, 
Gnussian and spherical models. The exponential model has the fonn: 

C(•*) • C(O) exp (- •*) (3) 

where C represents covariance function, •* is a displacement vector in the x* 
system of corodinates and ,• is Its magnitude, a• - (a*' a*)1

", the superscript 
T indicating transpose. The Gaussian model is: 

C(•*) - C(O) exp (- a*1
) 

and the spherical model: 

{
1 - (3/2) •• + 

C(•*) • C(O) 
0 

(t/2) ···: 0 < •• 
I* > I 

fit I 

(4) 

(5) 

In the exponential and Gaussian models L1, L. and L. are the Integral scales 
in the principal directions of anisotropy. The integral scale parallel to an 
arbitrary unit vector, u, is defined as: 

1 • L 

A(u) - C(O) !~'! ! C(ru) dr (6) 

It is a measure of the degree of persistence of spatial correlation In tho 
direction of u. In the spherical model L1 , L, and L1 are the "ranges" of the 
covariance in the principal direction•, defined as the email est values of .rr, .rr 
and .r~ at which the covariance becomes zero. The Integral scales of the 
spherical model are equal to 3/8 orthe range values. 

The Gaussian model possesses derivatives of any order at the origin and, as 
such, corresponds to a random function which exhibits a high degree of 
regularity (Christakos, 198-4). Therefore, ita usefulneu for describing the 
spatial pattern of natural hydrologic processes has been questioned by Draa 
and Rodriguez.Jturbe (1976). Experience also a howe that subsurface hydrologic 
data are generally better represented by the exponential and epherical models 
than by the Gaussian model. For these reasons nnly the former two models are 
considered in this work. 

Given that a field is weakly etationary, the direct estimation or its 
covariance from the data uaually requires a eimultaneoua eetimation or the 
mean. This entails an increased risk of biae which can be eliminated by 
working with semivariograme instead of covariance functione. For a second· 
order etationary field the eemivariogram, 7(1*), is related to the covariance 
through: 

y(s*) • C(O) - C(•*) (7) 

Let Y* - log K* where K* Is the hydraulic conductivity determined from a 
packer test and the logarithm can be natural or to base ten. We assume that: 

Y*(x) - Y.(x) + t(x) (8) 
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where" ia a ayatem of Carteaian working coordinate& (x3 being the vertical), 
r.(x) ia a zero.mean uncorrelated error and Y, (x) ia a regularization of the point 
log hydraulic conductivity Y(x). We attribute t(x) to meaaurement errora and 
to varia tiona in the number of fractures, their orientation and character from 
one teat interval to another. The regularization representa averaging along the 
vertical axia or each packed·off teet interval according to: 

•a • A/1 

Y,(x) - k J Y(y) dy3 (9) 

··-l/1 
where h - 3.8 m. We are concerned with the question whether the three·dimen-
aional aniaotropic covariance atructure (or aemivariogram) of Y(x) can be 
inferred from the available measurement& of )MI(x). 

Varioua methode of inferring aemivariograma from spatial data have been 
propoaed in the literature including maximum likelihood (Kitanidia, 1983), 
maximum likelihood croaa validation (Bastin and Geven, 1985) and a combi· 
nation of the latter with an adjoint alate approach (Samper, 1986; Samper and 
Neuman, 1987; Neuman et al., 1987b). In this work we uae the moro common 
method of ftttinr a model by eye to a sample (alao called experimental) 
aemivariogram, 7*(1), obtained from the data by means of the formula: 

I ""•• 
7*(a) - 2N(a) 1~ I Y(x1 + 11) - Y(x1))

1 (10) 

Here N(a) ia the number of data pain (Y(x1 + a1), Y(x1)) which, for a given lag 
1, satisfy the inequalities: 

11•,1 - 1•11 < t\(a) (ll) 

1•, • al ;ill lall•,t coa cr; 0 < ex < 11/2; a,. • t' 0 (12) 

where t\(a) ia a diatance tolerance dependinr on • and ex Ia an angle tolerance 
called "window". 

Ideally, statistical aniaotropy should be detectable upon comparison of 
sample aemivariograma in different directions. However, to. be directly 
comparable, these aemivariograma must be calculated using similar distance 
and angle tolerances. For maximum resolution of the directional effect the 
angle tolerance mull be small. Unfortunately at the Oracle site the data allow 
computing only one reliable unidirectionalaample aemivariogram with a 15° 
window along the vertical. Thia is due to the nea.r vertical orientation of the 
boreholes and the fRet that they are clustered in a relatively small horizontal 
area. The effect can be glanced from Fig. 3 which ahowa the percent or data 
pain with a vertical orientation (within a tolerance or 15°) among the total 
data pain for various lags when t\(a) - 1.5m. Ideally, these pain should 
constitute not more than 3% of the total at each lag (Depner, 1985, p. 89). In 
reality, they make up 23~. of all the available data pain and are well in exceaa 
of the ideal 3% at each lag. Their number ia particularly overwhelming at I age 

~ 
1\3 
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I I I 16 ~ I I 0 ~ ~ ~ • 
DISTANCE (m) 

Fiw. 3. Percent.r• of d•t• ,.In with nrtleal orient.tiOI'I within I~ window •enu• ee,.r•tion 
diltance. 

or lese than 6 m which is the minim.um horizontal distance between any two 
boreholea. 

Figure 4 ahowa the vertlcalaample aemlvanogram obtained from 1201 pairs 
or )MI values (here representing lor .. K*) which have not undergone a 
correction for leakage past the packers. Closed circlet denote poinll calculated 
from 50 or more data pain and open circlet denote poinll calculated from fewer 
pain. As the centera oft he tett Intervale are separated by vertical diatancea not 
exceeding 66 m, a rule of thumb commonly uaed in geoatatiatlca auggesta that 
points corresponding to I age exceeding half of thla distance (i.e., 33m) should 
be regarded with caution. It Ia encouraging that despite thlt potential 
ambiguity the semivariogram appean to reach a ·,,,.,re or 1111 atable value 
(called "sill") at theae larger laga. 

When a vertical sample aemivanogram Ia computed '"lth a W window the 
sill appean at a much shorter separation diatance than . the caae with • u;o 
window. Thia auggesta that the covariance structure Ia anisotropic. On the 
other hand, limiting the angle or tolerance to to- drastically reduces the 
number or data pair• available for the computation or each point (the total 
number or pain dropa from 1201 to 858 and the number or poinll baaed on 60 
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111'11111 (clrciH) of be-ten lot hydr8UJIC eoncfuc:tf•ftln. Open clrc:JH were obtelned (rom (ewer than 
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or more pairs drops from 14 to 7 when the window reduces from 15° to 10") and 
causes a scatter at large lags which mokes the definition of a sill difficult 
(Depner, 1985, pp. 92 ··95). 

The solid curves in Figs. 4 and 5 represent regularized exponential and 
spherical semivnriogram models, respectively, fitted by eye to the verticnl 
snmple semivnriogram with a 15° window. As the leftmost point of the experi· 
mental semivariogram was calculated from only eight data pairs while its 
neighbor was based on 89such pairs, it wa11 given relatively little weight in the 
fitting. The analytical expres11ions for the regularized models have been derived 
by lluijbregte (1971) and are repeated in Appendix A. Doth the ri11ing and level 
parts of the experimentalsemivariogram appear to he reproduced better by the 
spherical than the exponential model. The two curves show a discontinuity at 
the origin (called "nugget effect") which we interpret to be the variance of the 
error t(.r). The curves repre11ent auperpositions of the nugget effect and the 
analytical expressions in Appendix A. The parameter& of the regularized 
modele and of the corresponding underlying semivariogram11 for the point 
proces11 Y(.r), when the latter represents either bue·ten or natural log 
hydraulic conductivitie11, are listed in Table 3. 

to 
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Fir. 6. Reaularlaed apheric.l aeminriorram (eolid c:urve) llttod to vertlc:al 1amplo oemiveriotram 
(cirdet) or batO•ten lor hydraulle c:onduc:llvitlea. Open c:lrclet wera obtai nod rrom rewer than 150 
data pain. 

TABLE3 

Vertic:al aemivarlotram parometen ror tinale-hole baoe-ten lor (natural lot In parenthetet) hy· 
draulic: conduc:tlvity data 

Parameter 

lnletfral tc:ale (m) 
flante(m) 
Sill or underlyin1 aemivariorram 
Nuuet c:onatant 
Hetularizf'd till 
Experimental aill 

~ 

~ 

Parameter ettimatea 

Exponential model 

111.0 

1.60 (11.411) 
0.15 (0.80) 
1.47 (7.81) 
1.62 (8.61) 

Spherical model 

13.0 
3U 

1.411 (7.69) 
0 .16 (0.80) 
1.37 (7.27) 
1.52 (8.06) 

i -. _ ./. 
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A vertical sample semivariogram with a 15° window for leakage corrected 
base·ten log hydraulic conductivities is shown in Fig. 6. Regularized exponen
tial and sphericnl models fitted to thissemivariogram are presented in Figs. 6 
and 7, respectively, and the corresponding parameters are listed in Tahle 4. The 
main effects of the leakage adju11tment appear to be a slight smoothing of the 
semivariogram and a lowering of its sill. The spherical model again seems to 
provide a better fit than its exponential counterpart. 

INOIRECT INFERENCE OF STATISTICAL ANISOTROPY FROM SINOLE-IIOLE AND CROSS
II OLE TEST RESULTS 

We saw that log hydraulic conductivities obtained from single-hole packer 
testa at the Oracle aile were auitable for the determination of a vertical 
11emivariogram of the underlying scalar proeesa (assuming that 1uch exists) and 
have given an indication that this proeess is aniaotropic. However, the single
hole te11t data were insufficient to provide information about the orientations 
and magnitudes of the principal Integral 1cale1 which are required to deRne 
thi11 ani11otropy In three-dimensional 1paee. To estimate the ml11inr infor
mation we will combine what ia known about the verticalsemivariogram of the 
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TADLE 4 

VerticelHmlnrlorrem p11r11meten rnr leakere·corrected elnrle·hole baee·ten lor (natural Iorin 
parenthnee) hydraulic rontluctivity deta 

Pare meter 

lnlelrel~~eele (m) 
Ran1e (m) 
Sill or underlyinr -lnrlorram 
Nurret conltent 
Rerulariaed •ill 
Eaperimentel •ill 

Peremeter ntlmetn 

Eaponentlal model 

111.0 

1.411 (7.89) 
0.111 (0.80) 
1.33 (7.08) 
1.411 (7.117) 

8pherlrel model 

13.0 
· 34.1 

1.30 (8.89) 
0.111 (0.80) 
1.23 (8.112) 
1.38 (7.31) 

point log hydraulic conductivities with the available estimate or the effective 
hydraulic conductivity tenaor or the larger rock mall at the lite obtained from 
Croll·hoJe testa. Theae tWO 1et1 Of data wilt be related through an approximate 
theoretical relationahip modified after Gelhar and Axnesa (t983a). 

The above author• conaider a natural log hydraulic conductivity proceaa, 
Y(x) • In K(x), where K(x) ia a acalar hydraulic conductivity field. They 
a11aume that Y(x) ia weakly etationary, atatiatically aniaotropic and poaae1111e1 
a 11mall variance, CJ~. They then uae apectral me.thoda to derive an approximate 
expression for the effective hydraulic conductivity teneor, K. In the principal 
coordinatea or lltatiatical anisotropy thia tensor ia riven by: 

K • K,. (I + a~/2 - F) (13) 

where K,. • exp(E(Y)) and F ia a diagonal matrix the nonzero componenll of 
which are: 

f 
(' 

Fu • n /Jr(() d( (14) 

In eqn. (t.f), Pr(() ia the epectral denaity of Y(x) and the integral Ia taken over 
the entire three-dimenaional apace or(. Our modification consiell of ahowing 
in Appendix 8 that, for a geometrically aniaotropic covariance, F can be 
expreeaed independently or the apectral deneity aa: 

1 o/1 •II 

Fu • ! ~: [ [ f ~- tr•in'41 d4l dO (15) 

where .l ia a diagonal matrix the nonzero terme of which are the principal 
integral scales, A1, and: 

((~. 0) • sinO ein~ 
[

COIIO ain41] 

~ 
-.......! 
~ 

COl~ 

(16) 
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The implication or eqn. (16) ie that F depend• only on the variance, cr~. and the 
ratios orthe integral scales, A,/A1 (i,j • I, 2, 3), but not on the actual values of 
the integral acolea nor on the precise ehape or the covarinnce function. 
Therefore the numerical colculatione of the integrals fil • F,. cr;.1 reported by 
Gelhor and Axne1111 (t98.1a) for an exponential covariance function are equally 
applicable to other ellipaoidal fielde. 

1'he validity or !lOme or the atepe Involved In the derivation or eqn. (13) hill 
been queationed by Cushman (1983; aee reply by Gelhar and Axneu, t983b). An 
additional difficulty arises form the fact that aince Pr (~) > 0, equation (C2) in 
Appendix C implies: 

· 0 .;; F14 < CJ~ ··· (17) 

for every i. Thia means that when the variance Ia greater than or equal to 2 
there ie no ruarantee that eqn. (13) will yield poaitive principal hydraulic 
conductivities. Oelhar and Axnen (t983a) proposed to eliminate thlalneonala
tency by writing: 

1 + z lt: t + z + r' /2! + r' /3! + . . . • e• (18) 

where z • a~/2 - F.,. Then eqn. (13) takee the alternative form: 

K • exp (E(Y) + a~/2 - FJ (19) 

which is positive for all ftnlte argumenll. The authon were encouraged by the 
fact that eqn. (19) gives exact reeuJll for the 1peciaJ Calles of flow parallel and 
normal to the bedding In a perfectly stratified medium with a log normal K 
diatribution. 

It is interesting to note that whereaa according to eqn. (13) K Ia a aecond
rank symmetric tensor, the samele no longer true according to eqn. (19) which 
implies inatead that In K Ia such a tensor. 

Tablea 3 and .t ehow that the variance of In K at the Oracle eite, aa repre· 
eented by the sills of the aemlvariograme underlyinr the original and leakage 
corrected data, is well In excen of 2. · Thla mean• that eqn. (13) may be 
unsuitable for the analyaia or the Oracle data. Though the applicability of eqn. 
(19) to data with a large variance haa not been directly demonatrated, we are 
encouraged by the following Indirect comparl1on. An approximate expre1alon 
for the acalar equivalent, K., ofthe efFective hydraulic conductivity tensor, K, 
is obtained from eqn. (19) by taklnt the geometric mean or the principal 
effective values. It reada: 

K. • exp(E(Y) + a~/6] (20) 

To estimate K. by means or eqn. (20) we replace E( Y) by the eample meon of the 
log hydraulic conductivities from the eingle-hole packer leall (Table 1) and cr~ 
by the •ill or the underlying point aphericat aemivariogram (Tablet 3 and .f). 
The reaultlng estimates of K. are compared in Table & with independent 
estimates, K:, computed aa the geometric mean values of the 'principal 
hydraulic conductivities from the crou-hole testa (Table 2). Deapite the 
rractured nature or the rock, the anticipated bial or the ainrle-hole teat reaulte 

0 
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TAnt.E6 

Jo:lfertin eular equlv1lent hydraulle c:onduetlvlty ntlm11ll!tl (me ·•) 

"'rom •in61t-ltolt lttl t/tlltl ~~till! tqn. (20): 

Ori11inlll d11t11 
IA.'IIknKe·c:orrrc:tt'd d11t1 

From croll·holt ltll dttla 
Ordin•ry le••t equ11ree 
Wcichtt'd le.,t equuee 

&mitlflrio11ram mndrl 

f:xpontnlial 

11.9 N 10 ·1 

6.0" 10 I 

6.11 .. 1o · • 
11.2 I< 10 I 

Sphtrict~l 

11.1 M 10 I 

4.3 N 10 I 

toward horizontal values of hydraulic conductivity (because the boreholes are 
nearly vertical) and the large variance or their natural logarithms, the 
estimates in Table 5 are quite similar. This imbues with some confidence that 
our anRiysis, including the use or eqn. (19), ntay be quite robust and therefore 
npplicable to the Oracle data. 

Doth eqns. (13) and (19) state that the principal directions of effective 
hydraulic conductivity are the same aa those or the anisotropic covariance 
structure. The former hnve been estimated from the results or the cross-hole 
teats (Tnble 2) and found to be neither horizontal nor vertical. Thus, the 
vertical aemivRriograms described in the previous section do not represent a 
principal direction or statistical anisotropy. Instead, these principal directions 
are listed in Table 2. 

To estimate the ratios between the principal integralacalea we designate the 
sample mean or the log hydraulic conductivities from the alngle-hole packer 
tests (Table I) by EO')*, the aill or the underlying spherical aemlvariogram 
(Tables 3 and 4) by a:• and the principal values of K obtained from the 
croes-hole testa (Table 2) by K11*. We then follow a least squares approach by 
searching for the smallest values or the estimation criterion: 

n<P •• p,) - <An - Bta>' + CAu - gt,)' (21) 

where ~. - 11/11, p, • 1,/1.,1, being estimate of A,. and: 

~~~ • (E(l')* - In K11 *) a;•• + 1/2 (22) 

which ia obtained from eqn. (19) upon solving for F14 ar1• The terms 111 are 
obtained by evaluating eqn. (15) for arbitrary p,, p, values and dividing by a~ . 

Appendix C shows that the sum or the 1;1 terma calculated from eqn. (15) is 
theoretically equRI to one. Our approach has therefore been to evaluate An and 
All by numerical integration and set Au • I - An - Au· The sum or the g*11 

values generally differs from one because eqn. (19) is an approximation and ita 
parameters are replaced by estimates. Among the eight cases considered in our 
study (Table 6) thia sum ranges from 0.84 to 1.06; it ia equal to 1.00 when the 
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parameters in eqn. (19) are obtained from a spherical semivariogram or log 
hydraulic conductivities that have not undergone a correction for leakage and 
from the weighted least squares estimate or the effective hydraulic conduc
tivity tensor in Tobie 2. For consistency we normalize tho 111. terms ohtnim.ocl 
from eqn. (19) eo as to mnke their sum c.-qunl to unity prior to ntininth:ing 
n<~,. PJ>· 

The eenrch for the minimum volue or the estimntion criterion, n<P •• PJ>• wns 
terminated when its magnitude dropped below 10 '.The results for the eight 
cases considered are summarized in Table 6. In all cases the minimum was 
reached within 5 to 8 iterations. The largest degree or anisotropy corresponds 
top, • 0.60 and ~J • 1.74, the smallest to~~ • 0.73 and PJ • 1.34. 

Figure 8 shows how the estimation criterion, 0(P1 , PJ>• varies with its two 
parameters, p, ftnd ph when the arguments or eqn. (19) are based on a spherical 
eemivariogram of uncorrected data and a K* tensor estimated by weighted 
least squares. For clarity we have plotted contours or log180 rather than or n. 
Similar contour maps are obtained for the other aeven cases listed in Table 6. 
The contours are elongated in a direction subparallel to the PJ axis, indicating 
that the estimation is more aeneitive to variation• in ~~ than in p,. This 
orientation or the contours further indicates that the estimates or ,,and /1, are 
virtually uncorrelftted which enhances their credibility. 

We now have estimates orthe ratios between the principal integral scales A,, 

O.T7T"""----------------, 

0.7& 

0.73 

" flz 
0.71 

0.11 

~-'"" 
... ~:f.» -------....... -4!/J~ _) 

~~~ 
_.;> ~->-""' 
... lfi . 

0.17'-F~---r----...----..,.---....... -----l 
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Fi • . ll. ContOIJrl or Htimation crit~rion'• b .. ~.t~n locarlthm COI'I'Hpondinl to tph~ric•l ~mlvnio
JI:rlm 1nd crotll ·hol~t~at rnulta from w~i11ht~d le .. t aqu1FH lit. Optimum it •t loc,.n - - ll .l•nd 
~~ •• ~., - (0.713, 1.39:1). 
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A, and A, but not of their actual values. To obtain the latter we use our 
knowledge or the integral scale in the vertical direction (from the vertknl . 
scmivariograms) which, we recall; Ia not a principal direction. From eqn. (li) 

nnd the elliJlsoidnl nature of our covariance functions It follows that thu 
integrnl ecole, A(u), In the direction or any unit vector, u, Is related to tlw 
mntrix or principal integral acalee, .l, through: 

1(u) • (u' 1· 1 u)' 111 (2:1) 

Let the working coordinates :It be related to the principal coordinates, .rr, 
through the rotation: 

:It • A :~r' (24) 

where A designates the direction cosines or the positive principal axes relative 
to :lt. Then in the working coordinate. eqn. (23) takes the form: 

A(u)- (u'A1- 'A'u>-'" (25) 

Since: 

A, 
1 • , A(u) A (u) (26) 

we flnd that: 

1 • f1 (u' A p·• A' u)'11 A(u) (27) 

which is the desired relationahlp. 
Table 71iata the prlnclpallntegralacalea and range values obtained with the 

aid or eqn. (27) for the four caaea In Table 6 that correapond to spherical 
eemivariorrama. These four caeea cover virtually the entire ranre of eat! mated 
anisotropy ratioe and we therefore saw no need to repeat the calculations ror 
the exponential aemlvarlograme. We are now ready to uee these reaulta to 
calculate a diaperaivity tenaor for the Oracle granite. 

TABLE? 

Eetlm•t• of prlnclp~lint~rel ee•l• aiMI nn111 for epherlul aemiYiriOin"' (m) 

K• from: Ordinal')' leaat aquaree W~l1htM !e11t aqu•n• 

l..e•h1e correction: Yn No Yn No 

J, u 10 II 12 
A, u u 7.11 8.4 

J, Ill Ill II 18 
L, 25 211 30 31 
L, Ill Ill 20 22 
L, H 40 •• 44 

~ 
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CAI.CUI.ATION OF FIELD-SCAI.E DISPERSIVITY FOR TilE ORACLE GRANITE 

Dispersivities are parameters controlling the apread of aolutes in the 
subsurface. The only direct woy to evaluate these parameters in the field is to 
conduct a tracer tc11t or observe the spread of an existing chemical plume. 
Plume11 with n history aufficicntly long nncl well clocun1ontctlto yieltllnrgc-scnlc 
rlispersivitics nrc rnre. Trnccr tests nrc difllcult to perform on a large scnle nnd 
may require months or ycnrs to complete. The use or such tests in low per· 
meability media or the kind often round at hazardous nnd potential radioactive 
waste disposal sites is generally considered to be infeasible. One alternative is 
to predict field·scale dispersivities indirectly from information about the 
spatial variability of hydraulic conductivities which are relatively easy to 
measure. 

A three.dimensionalstochastic theory that relates field·scale Fickian diaper· 
sivities to the spatial covariance structure of log hydraulic conductivities in 
anisotropic porous media has been recently developed by Neuman et at. 
(1987a). Their theory views the medium as being hydraulically isotropic on a 
local scale but anisotropic on a larger scale due to features such as layers, 
lenses or fractures. The aame view underlies a aimilar theory published earlier 
by Gelhar and Axness (1983a). Nevertheless, the two theories lend to different 
conclusiona about the manner in which a plume apreads through an ani11o· 
tropic medium. 

The dispersion theory of Neuman et al. (1987a) has been developed for locally 
isotropic porous n1edia with log hydraulic conductivity fields having a 
relatively small variance. Even if one accepts our previous arguments in favor 
of treating the Oracle granite ali a locally isotropic continuum for the purposes 
of hydraulic characterization, one must still question whether the above theory 
applies to a medium in which the variance orthe natural log hydraulic conduc
tivity is larger than 6 (see Tables J, 3 and 4). We do not have an an11wer to this 
question which must be addressed by: (a) deriving higher·order expressions for 
the dispersivity tensor than those developed to date; (b) performing Monte 
Carlo simulations of dispersive transport in a manner not restricted to small 
variances; and/or (c) observing the large-scale dispersion of an actual chemical 
plume in a rock having properties statistically similar to those of the Oracle 
granite. In the absence of such studies all we can do is offer the render an 
illustration of how the previous analysis might, in principle, be used to 
estimate the dispersive properties or this rock on the basis of a stochastic 
approach. While the reader may derive considerable benefit from the exercise 
which follows, he must nevertheless keep in mind that the accuracy of our 
calculations (or lack of it) cannot be evaluated without further study. 

Our example calculation uses the theory of Neuman et al. (J987a) to predict 
the Fickian dispersivity tensor that might affect the spread of a chemical 
transported over sufficiently large distances through a rock having charac· 
teristicsatatistically similar to those or the Oracle granite at the test site. For 
Fickian conditions to develop these distances must be considerably larger than 

~ 
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the integralacale of the log hydraulic conductivities which we found ranges 
from somewhat more than 6m to aomewhat less than 20m (Table 7). To apply 
this theory we arbitrarily aelect from our previoua results those thnt 
correspond to leakage·corrected alngJe.hole test data fitted by a sphcricu I 
scmivariogrom model and to crosa·hole test data analyzed by weighted len11t 
sttunrcs. According to Tobie 7 the principal ranges of the aemivariogrHm in lhiH 
case 11re 30,20 and 49m. We assume for illustrative purposes that longitu1linul 
and transverse dispersion are of similar magnitudes at the local scale, u 
situation that mny arise when both represent molecular diffusion. 

The theory of Neuman et al. (1987a) is presented in terms or a dimensionless 
dispersivity tensor, ar.,, and a directional Peclet number, P. The tensor cr11 is 
defined as: 

I 
Clip - r;-:r. 

, tly 
(28) 

where ar Is the dlsperslvlty tensor In the principal s:' coordinate• and L, is the 
range parallel to the mean eeepare velocity, I'· The dlspersivity hae dimeneiona 
of length and its product with p, the magnitude of I'· yields the convective pert 
or the field.scale dispersion tensor (which therefore has dimensions of length 
squared over time), The directional range Is defined through: 

1./- bTJ, · 'b (2n) 

where b represents the direction cosines of I' with respect to s:'. The Peclet' 
number is defined parallel to the mean velocity according to: 

p • I' Le 
d., 

(30) 

where dL is the local longitudinal dispersion coefficient (having dimensions of 
length squared over time). 

Figure 9shows how the eigenvalues of the dimensionless dispersivity tensor, 
ar11 , vary with the Peclet number when the mean velocity i• parallel to the 
direction of greatest effective hydraulic conductivity along which the range is 
49 m (note that the direction indicee are now different than before: 1.1 • 49 m. 
L, • 20m and /J3 - 30m). Figure 10 shows the same for mean velocity orient eel 
parallel to the direction of least conductivity along which the range is 20m. In 
both cases the principal disperslvitiea (eigenvalues) are seen to be proportion nl 
toP In the lower range of Peclet numbers where local dispersion huasignifl
cant influence. This confirms a behavior that Neuman et al. (1987a) were a hi e 
to predict analytically. It implies that when local dispersion is independent of 
velocity as in the case of molecular diffusion, tho fi~ld -scale component of the 
dispersion tensor Is proportional to the aquare of I'· 1'his is reminiscent of wl111t 
happens in Taylor diffusion (Taylor, 1953). 

fo'igures 9 and 10 further show that, ae P lncreues, the longitudinal disper
sivity tends asymptotically to a constant. Neuman et al. (1987a) proved analyti-
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cally the existence or such an asymptotic limit Cor arbitrary covariance 
functions. It implies that when local diepenion is independent or velocity; the . 
field scale component of the longitudinal die1M!reion coefficient is proJKlrtiunn I 
to I'· the magnitude or the mean aeepage velocity. The authors showed thnt for 
a spherical covariance the dimensionless magnitude or the asymptotic longi · 
tudinal dieperaivity is 3/8. In the Oracle example this corresponds to on 
oeymJltotic longitudinal diepenlvity of 126.6m when the mean flow takeet•lru:c 
parallel to the maximum principal range of L. - -49m, 61.7m when the menn 
flow is parallel to 11 • 20m, and 77.6m when It Ia parallel to L, • 30m. While 
these results have not been verified experimentally, they appear to be 
reasonable for a rock in which the hydraulic conductivity fluctuates over five 
orden or magnitude with a correlation or up to -49 m. 

The transvene dispenivltiee In Figs. 9 and 10 attain a peak at Intermediate 
P values. A1 P continues to lncreaae, they diminish In a manner which ie 
asymptotically proportional to the lnvene of P. This behavior haa also been 
predicte<hnalytically by Neuman et al. (1987a).lt impliea that when the local 
dispersion Ia velocity Independent, the transverse field-scale diapereion coef
ficients at high Peclet numben become constant. 

Figure 11 shows what happens when the mean velocity Ia at -45• to the' 
directions or the highest and lowest principal effective hydraulic conduc· 
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tivitics and normal to that of the intermediate conductivity. At small Peclct 
numbers, the direction of lnrgcst dispersion is offset from that of the menn 
velocity townrd the direction of highest conductivity by 111ightly more thnn -1°. 
In this situntion one cnn, strictly spcnking, no Iunger tnlk of longitudinnlmul 
transverse dispcrsivities hecnuse the eigcnvalucsnre generally neither pnrullcl 
nor normal to the menn velocity vector. As P increases, the ahove angle first 
increases to 4.6" and then drotiS in a manner which, asymptotically, becomes 
inversely proportional toP. At sufficiently high Peclet numbers where velocity 
fluctuntions become the dominnnt mechanism or dispersion, the direction or 
maximum dispersion nligns itself with the mean seepage velocity. When this 
happens, the notions or longitudinal and transverse dispersivity regain their 
traditional meaning. Neuman et at. (1987a) proved that this will happen for 
arbitrary covariance functions or log hydraulic conductivity regardless or the 
velocity orientation. Their finding differs from the conclusion of Gelhar and 
Axncss (1983o) that, at high Peclct numbers, the lnrgcst principal dispcrsivity 
is offset from the mean velocity toward the direction of least spatial correlation 
or, equivalently, least hydraulic conductivity (the case of dispersion in aniso· 
tropic media at small Peclet numbers was not considered by the latter authors), 

The small angle of deviation between the directions of maximum dispersion 
and mean velocity at all Peclet numbers in Fig. II suggests that, at Oracle, such 
deviations may be or little practical significance. Tho degreo or anisotropy at 
the site aJlpcars to be low enough that the principal directions of disJlcrsion 
could be treated apJJroximatcly ns if they were longitudinal and transverse 
regardless of the flow direction. The anisotropy, however, is sufficiently high to 
produce a pronounced variation in the magnitudes or the principal diaper· 
sivitiea as the mean velocity vector rotates in space. 

We stress again that our calculations or dispersivity are for illustration 
purposes only and cannot be verified without further study. In fact, we suspect 
thnt the calculated dispersivities are larger than they should be. A further 
limitation is that dispersion in fractured rocks may be affected by matrix 
diffusion, a phenomenon not accounted for in the theory of Neuman et at. 
(1987a). 

CONCLUSIONS 

The following conclusions can be drawn from this study: 
(I) Log hydraulic conductivities obtained from single-hole packer tests in 

fractured granite near Oracle, Arizona, can be interpreted as ranrlomly 
perturbed spatial averages (over the length of each packed-off test interval) of 
scnlar log hydrRulic conductivities representing a statistically anisotropic 
second-order stationary stochastic process. While such an interpretntion or 
fractured rock data may appenr unorthorlox, it nevertheless lends to results 
that are consistent with those obtained independently from cross-hole tests (sec 
l'nnclusion 5 below). The nvuilnhle data are insufficient to define the covariance 
or semivnriogrnm oft he log hydrnulic conductivity process in nny direction but 
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the vertical. Along this direction a spherical semivariogram model fits the dnta 
somewhat better thon an exponential model. It is chnracterized by a sill of l..t5 
for bnse-ten log hydraulic conductivities and 7.69 for nnturnl log dntn. Whl'n 
the 1lntn nrc corrected for JJOssiblc lenlcngc pnat the 1111ckcra thc11u 11ill vnltu·~ 
droll to 1.30 and 6.89, respectively. 1'hc verticnl corrclntion lcn!fths aRimdntt•tl 
with the spherical morlel for the original and leakage-corrected 1lnta 
correspond to an integral scale of 13.0 m and a range or 34.7 m in both cases. 

(2) An approximate theoretical relationship between Jlarametera describing 
the sJlntinl variability or scalar log hydraulic conductivities on a local scnlc 
and the large-scale hydraulic conductivity tensor of a atatistically homoge· 
ncous but anisotropic porous medium was developed by Gelhar and Axness 
(1983a). We have modified this relationship to show that, for ellipsoidul 
covariance functions (a class which include• the spherical and exponential 
morlels), the effective principal hydraulic conductivities depend only on the 
mean, variance and integral scales of the local log hydraulic conductivities but 
not on the precise shape of the covariance function. 

(3) Cross-hole packer testa conducted at Oracle by Hsieh et at. (1985) have 
yielrled estimates of the effective hydraulic conductivity tensor at the site. 1'his 
tensor represents a rock mass considerably larger than that affected by a 
single-hole test. The tests suggest that, on this larger seale, the Oracle granite 
behoves hyrlraulically in a manner not much different from that of a porous 
medium. This, together with our lnterpretntion of the single-hole test rt!tnlll H " · 

(si!C conclusion I), suggests thnt It 11hould be possible to annlyzc the single·lwlc 
and cross-hole results jointly by adopting the aforementioned theoretical rela 
tionship between the spatial variability of local log hydraulic conductivities 
and the effective hydraulic conductivity tensor of the rock mass. Such an 
ann lysis yields estimates for the principal directions and Integral scales or the 
ellip!loidal anisotropic covariance structure of the local log hydraulic conrluc
tivity field in three-dimensional space. The principal directions are those or the 
effective hydraulic conductivity tenaor. The Integral scales in these three 
orthogonal directions were found to be between 9.5-12m, 5.7- 8.<4 m and 15- 19m, 
respectively, depending on the particular data sets uaed. The correaponding 
runge values associated with the spherical semivariogram model were found to 
be between 25-31 m, l5-22m and <40-<49m. 

(4) Our estimates of the principal integral scales were obtained by means of 
a least-squares criterion. This estimation criterion proved to be convex and 
quite sensitive to the ratios between the principal integral scales within the 
range of parameters considered. This and the fact that the estimates were 
essentially uncorrelated speaks well about their reliability. 

(5) There nre questions Rhout the validity· of the theoretical relationship 
uRed in the nlJOvc nnalysis and its applicability to the Or11cle dlltR. QucstiunM 
regarding applicability stem from the relatively lnrgo variance of these tlntn 
(the thcoreticnl dcrivntion aBBumes that this variance is small) and the thcorc· 
ticul requirement that the medium be locally isotropic. We are nevertheless 
cncourngtod by the fnct that when the equivalent acnl11r hydraulic conductivity 
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of the larger rock mass at the site is computed by means of the above theory 
from the single-hole teal data and directly from the cross-hole test data, the two 
independent sets of results lie within a relntively narrow range. 

(G) A thrt!c-dimenllionul stochnstic theory thnt relntes field-scale Fickinn 
dispersivities to the s1,atial covariance structure of log hydraulic conduc
tivities in statistically homogeneous but anisotropic porous media hna been 
recently develo.,ed by Neuman et al. (1987a). It leada to concluaions ahout the 
manner in which a plume of solute spreads through a medium which nre 
different from those reached earlier by GelhRr and Axne1111 (1983a). Ooth 
theories are formally limited to situations where the variance of the log 
hydraulic conductivities is small, a condition not satisifted at the Oracle aile. 
We have nevertheless used the theory of Neuman et al. (1987a) to calculate a 
Fickian dispersivity tensor for the Oracle granite based on our estimates of the 
log hydraulic conductivity semivariogram at the aile. The calculation is done 
to illuatrate the principles of a methodology and we recognize that it could 
include an error. If correct, the calculated Fickian dispenivity tenaor would 
control the spread of an ideal tracer transported without matrix diffusion over 
sufficiently large distnnces through a rock having characterlaticsstatistically 
similar to those of the fractured granite at the test site. Our calculations ·are 
for principal range VRiues of30, 20 and 49m and they illustrate some important 
aapecll of diapenive behavior in aniaotropic media at predicted by the theory 
of Neuman et al. (1987n). The resulta suggest that the degree of anisotropy Rt 
the site ia low enough for the principal dirt!ctions of dispersion to .be treatt.."<l at 
all Peclet numbers as if they were parallel and normal to the mean seepage 
velocity vector regardlesa of its orientation. The anisotropy, however, ia auf. 
ficiently high to produce • pronounced variation in the magnitudes or the 
principal dispenivities as the mean velocity vector rotates in space. The 
calculations suggest that, at sufficiently high Peclet numbers, the longitudinal 
dispersivity may be as large as 77.6m when the mean ftow is parallel to the 30m 
principal range, 6t.7m when it is parallel to the 20m range and t28.8m when 
it take~~ place along the maximum range of 49 m. Theae numbers have not been 
verified experimentally and we suspect that they may be too large. Intuitively, 
however, the order of the calculated dispenivities does not seem unreasonable 
for a rock in which the hydraulic conductivity ftuctuatea over ftve orders of 
magnitude with a correlation distance of up to 49 m. 
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ArrENOIX A 

Rrgulariud ~zpon~ntialttmiooriogram 

For purely nrtlcal RJNiretlone, the three-dimenelonal, 1eometricelly anlaotroplc e•ponential 
~emivariocram ia: 

~ 
~ 

....... 

I 

,..- " 
~-

)'(0, 0, 1) • C{l)(l - exp {e/A)I 

The eemlvarlo~rram or the rerularlzecl uri able le (Huijbre1t1, 1971): 

II < 1 <II: 

r.(n, 0, 1) - t"'I)(A'/111)(2 up (-II/A) - I + t.IA + 2 up (- 1/A) 

- up I- (1 + lt)JAI - e•p ((• - 11)/AIJ 

II < 1: 

7•(0, 0, 1) • C{I)(A1/II1 )(exp(- II/A) - up(II/A) - I + 211/J 

+ 2 up (- 1/J) - exp I- (• + A)fAI - .. P ((II - e)/AIJ 
.... + oo: 

y,(O, 0, e) • C~(l) • 2C'(I)(A1/II1)fii/A + up(- II/A) - II 

~w 

(AI) 

(A2} 

where A le the lnterral eeale of the undarlylnr point -lnrfopam In the vertical direction and 
ale the modulue ot the vertically orlent.d aeparellon vector. 

R~gulariz~d 1phrrlcal •~miiJiJrlogram 

For purely nrtlcal aeparallone the three-dimentional ceometrfcelly enlaotroplc epherlc•l '
~emlvariocrem l1: 

A(O, 0, 1) • ('{1)((3/2)(1/L) - (1/2)(1/L)'J 
(A:I) 

The r~ul11rlred rnrm or (A3) le dependent on the relatln mernltudee ot the vertical ran~re.l., •n•l 
thl! rllrul•rfZIIIion lenrth, II. The vertical IIJNirfntental~emivarfocram or lot hydraulic concluctiv· 
lty meaeuremente m11de at the Oracle altelndleatee that the vertical ran1e le much rreater then 
211 (approdmately 36 ¥enue 7.11 m). Thererora, only the rerulerlzecl rorm or eqn. (A3) correepondinJ 
to L )I Ill It liated hera (lluijbrerta, 1871): 

0<•<111 

r,(O, o, e) • Cfl)(e1/L1)(3L/211 - llfiL - (1/L)(£1/2111) 

- (11/L')(L/411) + (e1/L1)(1.1/20111)J 

II < 1 .< L- II: 

7• (0, 0, 1) • C{l)(- II/2L + ll'f'JDL1 + (1/1.)(3/2 - 111/4£1) - •'ttL'J 

l.-11<•<1.: 

r, (0, 0, 1) • Cfl)flfl - 81./811 + L'/10111 - SA/fl. + M 1/fOL1 + (1/L)(3/f 

+ L/11 - 31.
1/8111

- 111/81.1) + (e'/l.'X-SL/411 + A/41. + L'/2111) 

+ (•1
/1.1 )( -1/4 - l.1/4h1~ + a•/81.111 + e'/fOL1111J 

L < 1 < l. + II: 

,., (0, 0, 1) • C'(l)(l/2 - 31./811 - £1/10111 
- SA/4L + SA1/fOL' + (e/1.)(3/4 + Lilt 

+ 31.'/1111
1 

- II'J!L' + <•'fl.')( -SL/411 + llf4L - L'/2111 ) + (•'IL'X- 1/4 

+ 1.1/4111
) + a•/8£ 111 - e'/40L1111J 

II+L<r. 

r, (0, o, •) • C{l)fl - 11/21. + ll'f'JDL'I 

(A~) 
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where 1 i1 at:ain the modulus of the vertically oriented ICI>Brlltion vector. 

AI'I'ENUIX 8 

From eqn. (I) it follow• th11t eqn. (14) can be rewritten 111: 

F - A. I f. (."' ~. , .. , d•· • ' . f'"i'F ,., ~ ~ 
(01) 

where e• l1 the wave number domain corre~~pondin1 to the equivalent ieotmpic domain of z• and 
p~ ce•) i1 the auoc:iated 1pectrum of f . Thi1 1pectrum i1 reJ11ted to the covariance throuch: 

C(••) • f. exp (I(• ·a•) Pt WI de• 

10 that: 

"~ - cto1 - J. ~t cc-1 de· 

Upon rewritin1 eqn. (83) in 1pherical coordinatet: 

ell •II a 

o~ • 8 !i:'! I I I r' It: (r) dr dll1in~d~ 

we Rnd that: 

lim r' M (r)dr • ..! f
• •. 

•·· 4• 

(82) 

(03) 

(84) 

(Ill>) 

Rewritin1 eqn. (01) in 1pherical coordinate~ and 1ubetitutin1 eqn. (85) Into the retult lead• to eqn. 
(Ill). 

AI'PENOIX C 

Equation (14) lmpllet that: 

t F. • f Pr (C) d( 
' I 

(CI) 

Trllnsforminl into the equivalent leotropic wave number domllin or e• mllket the rilht hRnd •ide 
of eqn. (Cl) identic11l to that of eqn. (113). Thert!fore: 

• L F. "~ 
(C2) 

; I 
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Determination of Horizontal Aquifer 
Anisotropy with Three Wells 
by Shlomo P. Neumana, Gary R. Walterb, Harold W. Bentleyb, 

John J. Wardb, .net Don Diego Gonzalez' 

ABSTRACT 
Existing methods for the determination of horizontal 

aquifer anisotropy by means of pumping tests requin: a 
minimum of four wells, one for water withdrawal and three 
for drawdown observations .. This paper shows how the sarr.~ 
methods can be used to determine anisotropy with as few 
-u three wells, if at least two of them can be pumped in 
sequence. A faeld example is included. A method of 
analyzing dau from mon: wells than the above minimum, 
by least squares, is also described. 

INTRODUCTION 
Existing methods for the determination of 

horizontal aquifer anisotropy require four wells, 
one for water withdrawal and three for the obser
vation of drawdown (Papadopulos, 1965; Han tush, 
1966; Way and McKee, 1982). These methods arc 
hereby extended to situations where the total 
numbers of wells arc as few as three, or more than 
four. The extended method for the three-well case 
is based on a minimum of two pumping tests, with 
the pump located in a different well in each test. 
The method is illustrated by a case study involving 
fractured dolomites at the WIPP site ncar Carlsbad, 
New Mexico. 

THEORY 
Consider horizontal flow to a well in a 

uniform anisotropic confined aquifer. Let Ta and 
T~ be the principal transmissivitics, and (a,~) the 
corresponding principal coordinates. Suppose 
further that (a, ~) form an angle e with another 
system of working coordinates (x, y) as shown in 
Figure 1. In the principal coordinate system, flow 
is governed by 

(1) 
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where sis drawdown, Sis storativity, and tis time. 
The anisotropic domain can be transformed 

into an equivalent isotropic domain by defining a 
:l:W set of coordinates parallel to (a,~). 

a• -~a; ~· =v'Ta ~ (2 ) 

Substituting (2) into (1) leads to the isotropic fonn 

a2s a2s as 
T (-+-)=Se-

e aa• 2 a~· 2 at 
(3) 

where T e and Se are the equivalent scalar trans
missivities and storativities, respectively. They arc 
defmed as 

Tc ~ JTa T~; Sc = Sffe 

In radial coordinates, (3) becomes 

a2s 1 as as 
Te(-+- -) = Se-

ar2 r ar at 

where r2 
z: a• 2 + ~· 2 = T~a 2 + Ta~2 . 

(4) 

In the working coordinate system (x, y), the 
flow equation takes the form 

a2s . a2s a2s as 
Txx-+2Txy -+Tyy-= S- (6) 

ax2 axay ay2 at 

where the components of the transmissivity tensor, 
T, are (e.g., Bear, 1972, equations 5, 6, 19) 

T xx • Ta cos2 e + T~ sin2 e 
Tyy = Ta sin2 e + TtJ cos2 e (7) 

T xy = T yx = (T a - T ~) sin e cos e 

y 

s 

~--~~------------~-x 
Fig. 1. Relationship betwHn the principal coordinates (a,j1i 
and working coordinates (x, y). 
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On the other hand, (a.~) are related to (x,y) through 

a = X COS 9 + y sin 9 

~ = -x sin e + y cos e 
Substituting (7) and (8) into the previous defini· 
tion of r2 yields (see Appendix A) 

r2 = T xx y2 + T yy x2 
- 2T xy xy 

Similarly, (7) implies that (Appendix A) 

(8) 

(9) 

Txx Tyy- Txy2 =TaT~ 

which, when substituted into (4), gives 

(10) 

Tc2 =TxxTyy-Txy2 (11) 

In the radial system described by (5), the 
Theis (1935) equation for flow toward a well is 

s(r,t)=_g_so(to) (12) 
4n'Tc 

where Q is pumping rate, so is dimensionless 
drawdown given by 

- c·A 
so(to) = I - d:\ 

114to A 
(13) 

and to is dimensionless time defined (Appendix B) 
as 

Tct 
to=-

Scr2 
(14) 

Substitution of (9) into (12)-{14) gives the Theis 
equation in the working coordinate system (x, y): 

Q 
s(x, y, t) = 

4
11'Tc so(toxy) (15) 

where 

t T~ 
to -- (16) 

xy - S T xx y 2 + T yy x2 - 2T xy xy 

This same result was obtained earlier by 
Papadopulos (1965) through the usc of Laplace 
and Fourier transforms. 

In the particular case where the working 
coordinates (x, y) coincide with the principal 
coordinates (a,~). Txy = 0, and (15) and (16) take 
on a simpler form . This laner form was originally 
derived by Collins (1961 ). If the aquifer is 
isotropic, then Txx = Tyy = T, and (15)-(16) 
reduce to the original form developed by Theis. 

TRADITIONAL METHOD OF PUMPING 
TEST INTERPRETATION 

Traditional usc of the Papadopulos solution 
calls for a field arrangement consisting of one 

y 

e W£L.L. 4 
e W£L.L. 3 

e W£U.2 

e W£L.L. I 

~----------------~~.-x 
Fig. 2. Four-well arrangement. 

pumping well and three observation wells. To 
illustrate the method of interpretation, consider 
the particular arrangement shown in Figure 2. 
When water is withdrawn from the pumping well, 
1, at a constant rate, Q,, the ith observation well 
responds by registering a drawdown, s1i. The draw
down data for all three observation wells, i = 2,3,4, 
arc then analyzed either by a log-log curve· 
matching procedure or by the semilog straight-line 
method. 

The curve-matching technique consists of 
superimposing the observed log-log time-drawdown 
curves on the dimensionless log-log time-drawdown 
curve one at a time. This yields twn pairs of 
matched values, (s, s0 ) and (t, t0 ), for each 
observation well. The matched pairs for the ith 
observation well arc designated by <sii• s01i) and 
(tii• to1i), respectively. 

Ideally, sjjlso1i will be the same for each well 
and a unique value ofT e will be computed 
according to 

Q s• T _ C 1 Oli 
C- I e 

Stj 
(17) 

where C, is a constant depending on the units 
(Appendix B). Errors in data, curve matching, and 
deviations of the aquifer test conditions from those 
assumed for the Theis equation may often result in 
differences between the T e values obtained from 
different observation wells. In these cases, the best 
approach is to compute an average T c from the 
three sets of available data. 

Substituting the three pairs of <tii. t01 i) 
values into equation (16) gives a system of three 
equations, 

T2 • 
2 I 2 I I c C tli 

Yti T XX+ Xtj Tyy- 2Xtj Yti T xy = 2-.- (18) 
. toti 

in three unknowns, T~x, Tyy, and T~, where 
T~ = ST xx, Tyy = ST yy, T~ = ST xy, and C2 i~ 
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another constant depending on the units 
(Appendix B). The pair (x 1j, Yti> is the location of 
the ith observation well in a working coordinate 
system having its origin at the pumped well 
(well 1). 

Equation (18) can be solved for the three 
unknown values of T~x• T;'Y. and T~. Storativity 
is then computed on the basis of ( 11) as 

1 -I I I 12 
S =- -v Txx Tyy- TX}. (19) 

Tc 

The components of ! arc obtained from 

T xx = T~x/S 

Tyy • T)'Y/S (20) 

- . 
To compute the principal transmissivitics, Tcr and 
Tp, note from (7) that 

Txx + Tyy • Tcr(cos2 e + sin2 e)+ 

Tp(sin2 e + cos2 e)= Tcr + T~ (21) 

Note also from (10) and (11) that 

T xx T)'Y- T X}'
2 = Tcr T~ (22) 

Based on (21) and (22), the reader can verify that 
the following quadratic equation holds for T cr and 
Tp: . 

2 2 
Tk- (T xx + T)'Y)Tk + (Txx Tyy- Txy) = 0; (23) 

k = cr, ~ 

Thus, the principal transmissivities are the two 
roots of (23), given by 

Tk = ih(T xx + Tn> ± .J n xx- T yy)2 + 4T~; (24) 

k=cr,~ 

To compute the orientation of the principal trans
missi\"ities, note from (7) and elementary trigo-
nometry that . 

Txy=<TQ-T13)sine cose= ih(Tcr-TI3)sin(2a) 

so that 

2T X}' 
a = ~-l arc sin ( ) 

Tcr-Tp 
(25) 

This equation has two solutions, a 1 and e 2 = 
90° - a 1• The correct value is the one satisfying 
the constraint 

Txx- T13 sin2 a 
-= . :>1 
T p T yy - T cr sm 2 a 
Tcr 
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The ;emilog straight-line method is based on 
the fact that when to is large, sin (12) can be 
approximated by 

2.303 Ql 
· s (r, t) :!! log1o (2.246 to) 

411'Tc · 

Substitution of (9) into (26) gives an equivalent 
expression in the working coordinates (x, y) : 

2.303 Q1 2.246 T~ t s(x,y, t):!! log1o _____ __;;, ___ _ 
4~rTc (Txxy2 +Tyyx2 - 2T xyxy)S 

. . . . (27) 

The method consists of plotting Sti for each 
observation well, i = 2, 3, 4, versus ton a single 
sheet of semilog paper. A straight line is fitted to 
the late portion of each of the three timc-drawdown 
data sets. The intersection of the ith line with the 
horizontal axis corresponding to s = 0 is denoted 
by tti· The change ins along this line corresponding 
to a tenfold increase in t (i.e., to one log-cycle) is 
denoted by ~Sli · Then, according to (27), Tc is 
determined from 

T c = cl ~ ;i = 2, 3, 4 
ASJi 

(28) 

using any one of the three data sets (it is best to ( 
average the three results); the three unknowns 
T xx, T yy, and T xy are obtained by solving the 
three equations 

2 I 2 I I 2 • 
YtiT xx +X tiT yy- 2x1iYli T xy =c. Tc t 1i; 1 = 2,3 ,4 

.... (29) 

where C3 and C. are constants depending on the 
units (Appendix B). The rest of the procedure is 
the same as before, requiring the sequential 
application of (19), (20), (24), and (25). 

A recovery test can be used to determine T c, 
but not S or the individual components of!· 
because these cancel from the resulting equations. 

THREE-WELL PUMPING TEST 
INTERPRETATION 

Consider the case where observation well 4 is 
absent. If we run only one test with well 1 pumping, 
we have only two time-drawdown data sets, su. and 
s13, which are insufficient for the determination of 
J. This difficulty can be overcome by conducting 
at least one other test in which well 2 is pumped at 
a rate Q 2 , and drawdown is observed at least in ! 
well 3. Then, the drawdown s23 recorded in well 
in response to pumping well 2 provides the third 
set of data required to complete the analysis. More 
specifically, let t;3 and to23 be the t and to values 



obtained by matching the corresponding time
drawdown data with the Theis type curve. Then, 
instead of (18), we can write 

T2 • 
2 • 2 • • e tu 

Y12Txx +xuTyy- 2xuyuTxy = C,-;-
tOI2 

l • 
2 • 2 • • T c tu 

Yu T xx +Xu Tyy- 2xu Yu T xy = C, -.- (30) 
tou 

2 • 
2 • 2 • • Tc t,, 

Yu T XX + x,, T yy - 2x23 Yu T xy = c2 .-
tOll 

where (xu, y 13 ) are the coordinates of well 3 when 
the origin of coordinates is at well 2. If the semilog 
straight-line method is used, (29) is replaced by 

2 ' 2 ' ' rT2 Yu T xx +Xu T yy- 2Xu Yu T xy = '--4 c tu 
2 • 2 , , 2 (3 } y u T xx + xu T yy - 2x u y u T xy = Cc T c t u 1 
1 • l • , 2 

Yu T xx +Xu Tyy- 2xu Yu T xy = Cc Tc t13 

where t 23 is the intersection of the straight line 
passing through the late s13 data with the hori
zontal axis corresponding to s = 0. The rest of the 
analysis is, in each case, the same as in the 
traditional four-well situation. 

Note that in pumping well 2, we chose to 
obs.erve the drawdown in well 3, not in well 1. 
The reason is that under ideal conditions the 
drawdown s11 is proportional to s12 , due to the 
symmetry of I· Thus, observing the drawdown s21 
in well 1 while pumping well 2 would not provide 
us with a linearly independent third equation in 
(30) and (31); instead, the third equation would be 
merely a multiple of the first equation, and the 
system could not be solved uniquely. 

Since real aquifers are far from ideal, the 
aforementioned linear relationship between Sij and 
Sji, where i, j = 1, 2, 3, is never perfectly main
tained. Therefore, more reliable results can be 
obtained by conducting up to three pumping tests, 
pumping one well at a rime and observing the 
drawdown in the remaining two wells. This gives a 
system of up to six equations of the form 

2 · 2 · T' b · · 1 2 3 (32} Yij T XX + Xjj Tyy - 2Xjj Yij X)' = ij ; l,J = • . 

where 
2 • 

Tc rij 
b·· =C2--•J • 

toij 

in the case of cur\"e marching, and 
2 

bjj=CcTctij 

if the semilog straight-line method is used. 
Since the number of equations exceeds the 

number of unknowns, the problem is solved by 
least squares. The procedure is to determine T~x· 
T~-, and T~ by minimizing the least squares 
criterion · 

J = II(y~T· + x~T· - 2x··y-T' - b· )2 (33) · .. IJXX ~yy ljljxy 1J 
I J 

with respect to each of these three unknowns . In 
(33}, the summation is taken over all available 
pumping wells, i, and observation wells, j. The 
minimization can be accomplished with the aid of 
standard computer programs (many programmable 
hand calculators can solve least squares problems), 
or as follows. Taking the derivative of J with 
respect to each unknown and setting the result 
equal to zero gives 

4, 22' l. l 
(~~Yij)Txx +(~~YijXij)Tyy- 2(~~XijYij)Txy =~~Yijbij 

I J I J I J I J 

22' 4, 3 • l 
(~~XijYij)Txx +(~~xij)T yy- 2(~~ XijYij>Txy=~~ xijbij 

I J I J I J I J 
3 ' l , 

-(~~xijYij}Txx-(I~xijYij)Tyy + 
I J I J 

l 2 ' b 2(IIxijYij)Txy = -~~xijYij ij (34) 
I J I I 

This is a set of three so-called "normal equations" 
in three unknowns that can be solved for T~x. Tn., 
and T~. The rest of the procedure consists of 
computing Tc from each data set with the aid of 
(17} or (28), averaging these Tc values for use in 
(19) and the sequential application of (20), (24 ), 
and (25). 

The least squares procedure can be applied to 
as few as four drawdown data sets, provided that 
at least three of the lines connecting well i with 
observation well j (in which Sij is measured) form a 
triangle . The procedure can alsO be applied with 
more than three wells, provided that the same 
criterion is satisfied. 

FIELD APPLICATION 
The three-well method for the determination 

of horizontal anisotropy has been applied at the 
Waste Isolation Pilot Plant (WIPP) near Carlsbad , 
New Mexico. The well array or pad, called H-6, is 
depicted in Figure 3. In the horizontal plane, the 
three wells form an equilateral triangle with sides 
equal to 100 feet. Each well is open in the Culebra 
member of the Rustler Formation as shown by the 
cross section in Figure 3. The Culebra is a silty 
dolomite with occasional pits, \'Ugs. and fractures 
partially filled with selenite (Mercer and Orr. 
1979). The geometry of the fractures is poorly 
understood. 
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Fig. 3. H-6 well configuration. 

Two pumping tests were conducted. In Test 
1, well H6B was pumped at a constant rate of 
Qs = 4,408 ft3/day and, in Test 2, well H6C was 
pumped at a rate of Qe = 3,157 ft3/day. Semilog 
time-drawdown curves for the observation wells in 
both tests arc shown in Figures 4a and .4b, rcspcc· 
tivcly. The figures also show the straight lines 
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Fig. 4a. Stmilognithmic plot of Ttst 1 dn~wdown hydro
grepha whtrt H6B is tht pumped well. 
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fitted to the data. Late time deviations from these 
straight lines may be due to a dual porosity or 
boundary effects; the analysis of such behavior ir~ 
outside the scope of this paper. ~ ) 

To perform our horizontal anisotropy analy · 
we choose a system of working coordinates such 
that the positive y axis points to the north (sec . 
Figure 3 ), and the positive x axis to the east. The 
origin of these coordinates must be translated 
(without coordinate rotation) from well H6B in 
Test 1 to well H6C in Test 2. Thus, the coordinat es 
of points A, B, and C in Figure 3 arc 

XBA =-SOft YBA • -86.6 ft 

XBB., Oft YBB • 0 ft 

xse. soft YBe • -86.6 ft 

for Test 1, and 

XeA., -100ft YeA• 0 ft 

xes ., - soft Yes • 86.6 ft 

xee. Oft Yee., 0 ft 

for Test 2. 
The first quantity to be computed is Tc. For 

Test 1, (28) takes the form 

2.303 4,408 f 2 da . 
Tc =--- t I y; 1., A, C 

4tr ~SBi 

where ~SBA = 12ft and ~sse = 11.6 ft (sec Figure 
4a). For Test 2, (28) becomes 

2.303 3,157 f 2 d . B 
Tc=--t/ay; 1•A, 

4tr ~SCi 

' ~T I 
: • Me£ 

•+-·~-------,~------------~~·~~~~ 

t •• 
t' 
! ao 

1-~-----------~~~ 
c 
! 110+-----------------------~ 

N+-----

0 .1 10 100 

TIMI: IN MINUTES 

Fig. 4b. Semllogerithmic plot of Test 1 driiWdown hydro· 
grephs where H6C is tht pumped well. 



where, according to Figure 4b, ASCA = 8.25 ft and 
Ascs = 8.4 ft. This leads to four different Tc values 
ranging from 67.23 to 70.04 ft 2/day. We will work 
with the average value of Tc =- 69 ft2/day. 

Since there arc four time-drawdown data sets, 
the appropriate method to computeT~. T).y, and 
T~ is by means of the normal equations (34). The 
coordinates entering into these equations were 
specified earlier. The values of bij arc computed 
from · 

bij • (2.246)(69)2 tij 

where t&A = 1.46 X 10-3 days, tsc = 8.02 X 10-. 
days, .teA = 1.47 X 10_, days, and tea = 9.37 X 10-. 
days (the straight line intercepts in Figures 4a and 
4b). With this the normal equations become 

1.687Xl01T~+S.624XtO'T~+6.494XlO'T~•2.56SX105 

S .624Xl0 'T~+ 1.187X 1 01T~+ 2.16SX10 1T~•2.427Xl05 

6.494Xl0 'T~+ 2.16SX10 'T~+ 2.249X 1 01T~• 2.S83X 104 

The solution of these equations is 

, 1.136 X 10-3 -3.645 X 10-4 2 

I = [ -3.645 X 10"4 1.571 X 10"3 1 ft /day 

From (19) we obtainS= 1.86 X to-s which, 
together with (20), yields 

I= [ -~~:~~ -~:~~] ft
2
/day 

To obtain the principal transmissivities, we usc 
(24): 

The ratio between T0 and T~ is thus 1.91. The 
· angle e between the positive x axis (cast) and the 
direction of maximum principal transmissivity, 
T0 , is computed according to (25), 
e • -60.42 [the other solution, e • -29.58, fails 
to satisfy the constraint associated with equation 
(25)]. Thus, the principal o coordinate has orienta· 
tion S 29.6 E, and the principal~ coordinate points 
toward N 60.4 E. This completes the analysis. 

The reader may wish to verify that the above 
least-squares solution is very close to those obtained 
by considering only three sets of time-drawdown 
data at a time, according to either of the following 
two permissible combinations: observation wells 
H6A and H6C from Test 1 together with observa· 
tion well H6A from Test 2, or observation wells 
H6A and H6B from Test 2 together with obscrva· 
tion well H6A from Test 1. Clearly the other two 
combinations, H6A and H6C from Test 1 together 
with H6B from Test 2, and H6A and H6B from 
Test 2 together with H6C from Test 1. arc 

inadmissible since the first one fails to consider 
drawdown propagariQn in the direction AC. and 
the second disregards drawdown propagation along 
AB, thereby leading to indeterminate results. 

The reliability of the above determination of 
aquifer anisotropy can be checked by plotting the 
observed directional transmissivity for each well on 
the transmissivity ellipse. A directional trans
missivity, parallel to the flow, can be computed for 
each observation well in each pumping test using 
the value of toxy. defmed by (16), for ~t test. 
That the directional transmissivity can be computed 
from to can be seen by considering a working 
coordinate system aligned with the principal 
coordinate system and a well located on the x-axis. 
In this case, Tr • Txx and (16) degenerates to 

t Tr 
toij =-

5
2 
r ·· • 

The transmissivity ellipse is generated from the 

(35) 

transmissivity tensor in the principal coordinate 
system by 

'12 ~2 
1=-+

Tx Ty 

and the directional transmissivities arc plotted 
according to 

Tlij = Tnj cos e 

~ij = Tnj sine 

~UM~f:D 

ll B 
a I!J 

• c 
• c 

E 

oes 

A 

c 
A 
B 

(36) 

{37) 

Fig. 5. Com~ri10n of obMrved directional mnsmiaiYities 
with the computed transmiuiwity ellipse. 

71 



I 

wh~e the subscripts i an~ j indicate the value for 
the jth well when the jth well is pumped. 

The H-6 data an~yzed above arc shown in 
Figure 5. Ideally, the directional ttansmissivi ties 
for all the wells should plot on the ellipse. Devia
tions from the ellipse may bC cauSed by errors in 
the· data or by the interpretation, or by aquifer 
heterogeneities. In particular, aquifers dominated 
by fracture flow may fail to meet the assumptions 
on which the above analysis is based (Long and 
others, 1,982). The fact th~t the H-6 data plot close 
to the transmissivity ellipse implies that the Culcbra 
behave~ very nearly as an ideal anisotropic porous 
medium at this site. 

APPENDIX A 
Equation (9) is derived as follows: 

r = Tpa 2 + T0 tJ 2 

= Tp(x cos e + y sin e)2 + T0 (x sine- y cose)2 

= (Ta cos2 e + Tp sin2 e) y2 + (Ta sin2 e + 

T p cos2 e) x2 - 2 (T a - T p} sin e cos e xy . 
= Txx y2 + Tyy x2

- 2Txy xy 

Equation (10) follows from 

Txx Tyy-Tiy = (Ta cos2 e + Tp sin2 e}(T0 sin2 e + 

Tp cos2 e)- (Ta- Tp}2 sin2 e cos2 e 

= Ta Tp(sin4 e +2 sin2e cos2e +cos4 e) 

= TaT6(sin2 e+cos2e)2 

=TaTp 

APPENDIX B 
We have written the Theis equation in ·terms 

of so, dimensionless drawdown, and to, dimension
less time, rather than the more traditional well 
function, W(u), and u. The following identities arc 
provided to aid those who prefer to utilize the 
traditional nomenclature: 

• c·). 
W(u) =- f -d). • so (to) 

u ~ 

Tet 1 
u=-=-

4Se r2 4to 

The four constants C1 , C2 , C3 , and C. in (17)-(18) 
and (28)-(29) depend on the units. Table 81 gives 
the values of these constants for any consistent 
system of units (such as em-sec or ft-d) and for the 
gaHt-d system where Q has units of gallons and 
T units of gal/ft/d. 
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Table 81. 

C o11sistnt 1111#ts Gal-ft·day ~ 

c, 1/411' 114.6 ~ 
(0.796) 

cl 1 0.1337 

cl 2.303/411' 263.9 
(0.1833) 

c. · 2.246 0.3003 
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e following figures are fron1 Hsieh et a/. (Methods of Characterizing Fluid 

Moven1ent and Chen1ical Transport on Fractured Rock, in Field Trip 

Guidebook for Northeastern United States, Geol. Soc. Am., Ann. Mtg., 

October 25-28, 1993, Boston, Mass.). They illustrate a situation where local 

flow in crystalline rocks ·(schist intruded by granite) is strongly dominated by 

afew clusters ·of high-permeability fractures having limited areal extent. 

Granite is n1ore heavily fractured and has shorter and n1ore planar fractures 

than schist. Of the 20 to 60 fractures intersected by each of the test 13 

wells, only one to three appear to be highly transmissive. Ton1ogran1s give 

only blurred in1ages of son1e of these higly transmissive fractures. The 

.er are connected to each other hydraulically by a network of fractures 

several orders of magnitude lower in transn1issivity. The bedrock does not 

respond as an EPM on the local scale of the hydraulic cross-hole tests at the 

site, and hence one cannot define an effective permeability tensor for the 

rock on this local scale. Nevertheless, flow on a larger (regional) scale 

proved an1enable to n1odeling via an EPM approach. 
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In the second n1ethod, Cacas et a!. again treated the entire flo~ don1ain as a () 

uniforn1 continuun1 (EPM) with son1e global Ke. However, this tin1e they . 

con1puted Ke by n1odel calibration against observed heads (Fig. 12) and 

inflow into the drift after the holes have been packed off. The n1easured 

inflow rates were 

9.6 x 10-s n13/s prior to drilling the holes 

8.0 x IO-• n13/s after drilling the holes 

3.7 x 10-s n13/s after packing off the holes. 

They attributed these changes to desaturation which could not be reversed. 

The authors used the finite elen1ent grid in Fig. 10 to match the con1puted ( . . , 

flow rate at seven different radial distances from the drift with that n1easured 

in the drift. Fig. 11 shows how the con1puted Ke values varied with radial 

distance. Cacas et a!. concluded fron1 this figure that the calibrated Ke will 

stabilize at about Ke = 1.8 x 10-a m/s, just slightly above the previously 

conlputed value of Ke ~ 1.6 X I o- a ll1/S. They took this to inlply that their 

fracture network model has been validated with respect to flow. 

) 



2.0 SIMULATION DOMAIN 
PERPENDICULAR TO THE DRIFT 

THE GRID USED FOR THE SIMULATION 

Fig. 10. Regional ftow simulation. 
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.. b discuss below a subsequent study of flow at Fanay-Augeres by Kestner 

' eostatistical and Nun1erical Analysis of Flow in a Crystalline Rock Mass, 

M.S. thesis, Univ. Arizona, Tucson, 1993) which shows that one can obtain 

results sin1ilar to those reported by Cacas et al. upon treating the rock as a 

stochastic continuum, without en1ploying a fracture network model. 

The following analysis concerns hydraulic conductivities K derived fron1 

single-hole packer tests in 2.5 n1 intervals. The instrun1ent lower detection 

limit was K = 8 x I0- 10 m/s. Figs. 2 and 3 show that aln1ost one third of 

the data fall below this limit. Originally, Neun1an (533-561, Proc. 28th U.S. 

_ ... mp. Rock Mech., Tucson, 1987; Neuman and Depner, Jour . . 
P drology, 102(1-4), 475-501, 1988; both attached) proposed that only packer 

test data which consistently yield n1easurable K values are suitable as input 

into stochastic continuun1 n1odels. We den1onstrate below that such a res-

triction is in fact not necessary: the Fanay-Augeres data are amenable to 

geostatistical analysis by indicator methods and, as such, are suitable for the 

modeling of flow and transport using stochastic continuun1 concepts. 

Fracture network concepts seen1 less suitable for the site, as indicated by the 

absence of any n1eaningful correlation between fracture density and 

rdraulic conductivity in Fig. 2. We recall that a similar lack of correlation 

has been found at n1any other fractured rock sites. 
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FIG. 6 : SPATIAL DISTRIBUTION OF HYDRAULIC 
CONDUCTIVITIES IN 20 
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FlG. 7: HYDRAUUC HEADS SEPTEMBER 3, 1985 
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1 ne available data are insufficient to n1eaningfully n1odel flow at Fanay-

geres in 3-D. Fortunately, the spatial distribution of near steady state 

heads (h) and pressures (p) in the three parallel planes (which contain the 

boreholes) are sufficiently sin1ilar to justify modeling flow into the drift in 

2-D. This is done by ·projecting all the available K, h and p data onto a 

single plane normal to the drift (Figs. 6 - 8). 

The 2-D directional sen1ivariograms of In K in Fig. 9, and especially the 

on1ni-directional (directionally averaged) semivariogram in Fig. I 0, show evi

dence of drift (nonconstant n1ean, hence lack of stationarity) over lags of at 

.. _ast 75 m. This throws into questio~ the assumption by Cacas et a/. that . 
REV can be defined for the site on a scale of I 00 n1. Upon filtering out 

asecond-order (quadratic, parabolic) drift, the residual sen1ivariogran1s flatten 

(Figs. 11 - 12) and show a range of 12 - 15 m. 

Kriging the In K data in 2-D without accounting explicitly for drift leads to 

asysten1atic error, revealed upon cross-validating the results against measure

n1ents (Fig. 13). Though part of this systematic error is caused by drift, a 

n1ajor part is caused by bias due to the lower cutoff at K = 8 x I0- 10 m/s. 

T o help elin1inate this difficulty, Kastner resorted to indicator geostatistics. 
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INDICATOR GEOSTATISTICS 

_ -1is is a nonparametric approach which requires no distributional assun1p

t about the random function represented by the data. Standard 

(paran1etric) kriging yields local (or spatially averg_;~d) estimates of functional 

values based on the tacit assumption that the random function is multivari

ate normal at any number and location of points in space. Instead, indicator 

kriging yields local estimates of the conditional cumulative probability distri

bution of the random function at each point. It allows incorporating soft 

information in the form of 

interval constraints z(x0) in [a, b] 

inequality constraints z(x0) ~ a z(x0) ~ b 

,;>rior cumulative probability distribution P[Z(x0) ~ z] = F(z,x0) in [0, I] 

w ere x 0 is any point in space, Z(x0) is the random function of interest at 

X0 , and z is a numerical value of Z. 

For any indicator (or cutoff) value zc of Z, the indicator random func

tion is defined as 

l(x;zc) = 0 

l(x;zc) : 1 

Its conditional expectation is 

if Z(x) > zc 

if Z(x) ~ zc 

E[l(x;zc) I {zn}] = 0 x P[Z(x) > Zc I {zn}] + 1 x P[Z(x) ~ zc I {zn}] 

= P[Z(x) ~ zc I {zn}] 

where 



Transforn1ing the san1pled data nonlinearly according to 

i(x;zc) = l' 
i(x;zc) = 1 

if z(x) > zc 

if z(x) ~ zc 

yields the BLUE (Best Linear Unbiased Estimate) of the conditional proba

bility according to 

N 
Frxo;Zc I {zn}] = L 'An (xo;zc)i(xn ;zc) 

n=l 

Here 'An are coefficients obtained by kriging, and F is an estimate of the 

probability that z(x0) ~ zc, given (conditioned on) the data {zn }. By select

ing a sequence of cutoffs, one n1ay obtain enough such estimates to con-
A . 

struct the functional forn1 of F versus zc at any X0 • 

An indicator semivariogram is defined forn1ally as 

r 1 (s;zc) = ~ E{[l(x + s;zc) - l(x;zc ))2} 

A sample indicator semivariogram is constructed from the data according 

to 

() 

where N(s) is the nun1ber of data pa1rs with separation distance s. The 

approach is robust with respect to data at the tails of the distribution because 

it does not require actual data values there. Best defined is ri for zc ~ 
.. 

n1edian. 



. _J.e conditional mean (expected value)' of Z(x0) is defined forn1ally as 
00 

ZE (X0) = J z dF(z;x0) 

-oo 

and con1puted approximately as 

K+l 

where 

zE (Xo) = L Zci;mc[F(xo;Zci) - F(xo;zc,i+l )] 
i=1 

Zci = i-th cutoff, i = 1, 2, ... K 

Zci;mc = conditional mean value in class [Zci ;zc,i+ 1] 

= average of all data in class. 

Other n1on1ents and statistics can be con1puted in a sin1ilar n1anner. 

In what follows, indicator geostatistics is used to overcon1e the lack of per

n1eability values below the instrun1ent detection lin1it at Fanay-Augeres. 

CS7 
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Table 1 lists the indicator values of K used in the analysis and the percent 

of data in each class. Indicator 1 represents the lower detection lin1it and in- . 

dicator 3 the n1edian. The sample semivariograms of indicator 1 in Fig. 17 

exhibit a drift. Fig. 18 suggests that this drift is of first order (linear). 

Omni-directional sample· sen1ivariograms of the remaining indicators in Fig. 

18b show no drifts. According to Fig. 19, the sample semivariogram of in-
' 

dicator 3 is essentially isotropic. A spherical model was fitted to the corres

ponding average san1ple semivariogran1 in Fig. 20 and used subsequently for 

kriging. Sin1ilar n1odels were fitted to the other sample indicator sen1ivari

ograms and the corresponding parameters (nugget, sill, and range) are listed 

in Table 2. In Fig. 23, the fitted n1odels are norn1alized with respect to their (. / . . 
sills and con1pared. The n1odel corresponding to indicator 6 is based on a 

relatively sn1all san1ple and is therefore less reliable than the others, which 

are seen to coincide closely. These n1odels differ only by their sill, a par

an1eter that has no effect on the kriging weights Ail· Hence all kriging 

weights were detern1ined by n1eans of the n1edian variogran1 3 in Fig. 20. 



, 

Indicator Value of K (m/s) Percent of data 

1 S.OE-10 27 

2 l..JE-08 40 

3 4.0E-08 53 

4 2.0E-07 68 
' 

5 4.0E-07 81 

6 6.0E-06 95 

Table 1: Indicators (cutoffs) for hydraulic conductivity. 

Indicator Type Nugget Sill Range (m) 

1 spherical 0.11 0.18 20.0 

2 spherical 0.16 0.24 18.0 

3 spherical 0.16 0.25 18.0 

4 spherical 0.14 0.23 20.0 

5 spherical 0.10 0.16 23.0 

6 spherical 0.02 o.os . 20.0 

~able 2: All-directional theoretical indicator variogram 

models. 
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FIG. 19: SAMPLE VARIOGRAMS INDICATOfll3 
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FIG. 23 :STANDARDIZED INDICATOR VARIOGRAM MODELS 
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Indicator kriging was perforn1ed on a 44 x 47 grid of 2m x 2m cells. Figs. 

24 - 25 show a successful cross-validation of the univariate cdf's (cun1ulative 

distribution functions) obtained by averaging all kriged results and all data. 

Fig. 26 shows the resulting sn1ooth estimate of the mean (zE ), which one 

may consider optimal.· ·Fig. 27 corresponds to the 90% quartile (P = 

probability of nonexceedance = 0.9; Q = probability of exceedance = 0.1). 

Areas of low K on this map a're those where K is very likely to be sn1all. 

Figs. 28 - 30 depict spatial distributions of the probability that K exceeds the 

1st, 5th and 6th cutoffs, respectively. Within the light areas in Fig. 28, K is 

likely to be very sn1all (below 1st cuto~f). Within the dark areas in Fig. 30, .. ) 

Kis likely to be very large (above 6th cutoff). There is no evidence in these 

n1aps of interconnected high or low K zones. Instead, such zones appear in 

patches. 



FIG. 24: INDICATOR KRIGING CRQSS-VAUDATION 

• 

• 
• 

• 
• 

• 
• 

• 

• .. 
• • 
.. 

. ........... ,, ... ,,.._..........., ..... 
-....-

1o···~---..:...----.:..------.:.· '---....;---....;-
10'.. 10.. 10.. 10" 10.. 10 .. 

DATA CDF.QUANTILES (mls) 

FIG. 25 :INDICATOR KRIGING CRQSS-VAUDATION 

.. 
·• 
• 

•· .. 
• 

• 

• 

• • • 
• 

. ........ ;., . .,_....._...._ ........ 
10'11 L-----..:...---...;..----....:.---....;---....;-

10'11 104 104 10" 104 

DATA COF.QUANTILES (mls) 



I 

.;,.r 
•' ' s 

FIG. M : JIEOIAN IK, LOG E-Tl'J'!' ESTIIUo 1Y 

ESaolA TED 1.00(1( (mil)) 

~.0 

~.7 

-5.4 

-6.1 

-6.8 

-75 
( 

-1.2 

-1.9 

·U 

·1o.3 

·11.0 ... ... 
HORIZONTAL (m) 

FIG. Z7: JIEOIAN IIC. LOG Z·VALU£ ~ ... 
ES-ra.ATEO 1.00(1( (-)) 

~-0 

~.7 

-5.4 

I -6.1 

~ 
-6.8 §.! ... 

c: ... -7.5 > 

-1.2 

_.., 
-u 

-10.3 

·11 .0 

•• ... 
HORIZONT AI. (ml • • 

CC' 



~.0 

ESTIMATED PROBABILITY 

1.0 

0.90 

0.80 

0.70 

0.60 

0.50 

0 .40 

0.30 

0.20 

0.10 

0.0 
-'$0 

-SO.O l50 

HORIZONTAl (m) 

ESTIMATED PR08A81L'TY 

1.0 

0.90 

0.80 

0.70 

0.60 

0.50 

0.40 

0.10 

0.0 

-SO.O 
HORIZONTAL (m) 

l50 

tt7 



.as.o 

-' < 
S:2 -
~ 
> 

-4.0 
• . 0 

I 

FIG. 30 : MEDIAN IK. PROBABILITY ABOVE CUTOFF MS 

. ~.· 

:11.0 

HORIZONTAl (m) 

(} 

ESTIUA TED PROSABILITY 

1.0 

0.90 

O.BO 

0.70 

0.60 I ) \ 
0.50 

0.40 

0.30 

0.20 

0.10 

0.0 



i etern1inistic EPM steady state flow n1odel was developed for the site 

ing a grid of 202 finite elements and 121 nodes (Fig. 33). The upper 

boundary is a water table whose position in the 2-D plane was determined 

by kriging the measured pressures. Head at this water table, as well as 

along all other external .boundaries, wa.; :~rescribed based on kriging. Head 

in the drift was set equal to elevation (p = 0). As a first step, K was taken 

to be uniform over the entire grid. Its value was determined by automatic 

calibration against 35 n1easured heads in the grid interior. It was then 

adjusted to fit a measured inflow rate into the drift of 3.7 x 10-7 m/s per 

unit length. The final calibrated K value is 

K = 3.0 x 10-8 n1js . 
. 

T his is son1ewhat higher than the value of 1.8 x 10-8 n1/s obtained v1a a 

more-or-less sin1ilar calibration procedure by Cacas et a!.. However, if one 

fits a straight line (norn1al distribution) to all the 2.5 n1 packer-test In K data 

above the detection lin1it in Fig. 4, one obtains a mean of - 17.3 and a vari

ance of 9.6. Continuun1 stochastic theory states that, in 2-D flow of the 

kind considered here, Ke = Kg. Hence this theory predicts 

Ke = 3.1 x I0-8 m/s. 

T his is aln1ost exactly the result obtained by calibration! There was no need 

to en1ploy any fracture geon1etric data or network models to obtain this 

r~sult; it was obtained by applying a stochastic continuun1 theory directly to 

the sn1all-scale packer test data. 
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.cas et a!. did not discuss the quality of their calibration. The quality of 

a calibration performed by Kostner is illustrated in Figs. 34 - 35. The 

differences between computed and measured head values show systematic 

spatial variations, with a mean of - 0.027 m and a maximun1 of - 7.9 m. 

Dividing the flow region into three zones of different uniform K values (Fig. 

36), and repeating the calibration, brought about a marked improven1ent in 

the fit between computed and ·measured heads (Figs. 37 - 38). 

We may conclude that rather crude EPM models, which treat the rock as 

being either uniform or divided into only three juxtaposed uniform regions, 

?roduce the measured head and flow . data at Fanay-Augeres quite 

well. A stochastic continuum formula, applied to the small-scale packer

test data fron1 the site, reproduces very well the uniform hydraulic con

ductivity obtained for the site by model calibration against heads and 

flow rate. 

{71 
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FIG. 40a: SIMULATION #1 
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Define the connectivity functions 
· ) 

where 

FA (s,zc) = N~s) I, i(x,zc)i(x + s,ZcJ for all x in A 

= proportion of pairs in area A such that z(x), z(x + s) ~ zc 

= joint (bivariate) probability that, at x and. x + s, z ~ zc 

N(s) =number of pairs 

i(x, Zc )' = 1 if Z(X) S: Zc 

i(x, zc) = 0 if z(x) > zc 

D A (s, Zc) = N~s) L, j(x,zc)j(x + s,zc) for all x in A 

. 
= proportion of pairs in area A such that z(x), z(x + s) ~ zc 

= joint (bivariate) probability that, at x and x + s, z ~ zc 

j(x, zc) = 1 

j(x,zc) = 0 

if z(x) > zc 

if z(x) S: zc 

Figs. 49 - 58 show connectivity plots based on real and sin1ulated log10K 

values, above cutoff 5 and below cutoff I. The value at the center (s = 0) 

corresponds to the proportion of values in these classes. Connectivity dec

.. ~ases with the lag (offset fron1 the center) s. There is son1e poorly defined 

anisotropy, n1ainly at sn1all offsets. The n1aps suggest a lack of high-pernle-

ility channels or low-pern1eability barriers at the 2n1 x 2n1 grid resolution. 
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AG. 49: CONNECTMTY HYDRAULIC CONOUCTIVTTY MJ0VE CUTOFF 15 
SIMULATION 11 
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FIG. 50 :CONNECTIVITY HYORAUUC CONDUCTIVITY ABOVE CUTOFF 15 
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FIG. 51 :CONNECTIVITY HYDRAULIC CONDUCTMTY ABOVE CUTOFF 15 
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FIG. 52 : CONNECTMTY HYDRAUUC CONDUCTIVITY AOOVE CUTOFF 15 
SIMULATION 14 
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FIG. 53: CONNECTIVITY HYDRAULIC CONDUCTIVITY BELOW CUTOFF #1 
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FIG. 54: CONNECTIVITY HYDRAULIC CONDUCTIVITY ABOVE CUTOFF #5 
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AG. 55: CONNECTMTY HYORAUUC CONOUCTI\,, • ::'~ ' "W CUTOFF 11 
SIMULATION 11 
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FIG. 56 :CONNECTIVITY HYDRAUUC CONOUCllVITY BELOW CUTOFF 11 
SIMULATION 12 
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AG. 57 : CONNECTMiY HYORAUUC CONDUCTIVrTY BELOW CUTOFF 11 
SMULATIONI3 
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FIG. 58 : CONNECTIVITY HYORAUUC CONDUCTlvrTY BELOW CUTOFF 11 
·SIMULATION 14 
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The ••lhod sl••• e sood cherecterlsetlon or eelureted flow properllei or 
e fractured rock wlth depth end desree or fraoturlns. ·· ' 

i . 

8 DISCUSSIOif 

Result• fro• the ••thode presented In thte paper eurrort the concluelon 
that fr11cturee proYida e conduit for water flow In anturated Yolcenlo 
tuffe and to air flow In unsaturated turte. It te aleo de111onalrated 
that the fracture perMeability le constant for both air and water. A 
distribution of fracture per•eabllltlea le uaed to eatlaete reslonel 
lnteka ratee to eurface-npoeed rock fractures. In ad,.ltlon, fracture 
connectiYity at depth Ia deaonetretad ualnc croea-hole air Injection 
taete, hellu• tracer teate and borehole Intake leete. Procedures for 
eetlaatlns the effect of Yarlably-ealurated fractures on wster flow 
throush the rock ••tria and fracture• hea not been de•onatrated. 
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Stochastic continuum representation of fractured rock . 
penneability as nn alternative to the REV nnd fracture nctwu1 k 
concepts 

Shlomo P.Neumnn 
Unlrtrsllyof ArlroM,lllcJort, Us.t 

~ 

Let:oretory end field 1118a!!1Ul'1!1mbl or hydreuJto ood.lcUvily (or per
meabl U ly) Jn (lOI."'UUI IIOdJ • repr~t eve reyes «Her lllllllY poros. Such 
neesurencnt:s ere JneenaiUve to anall varlaUaw in U• wluna of U10 
porous medhm affected by • hydreullo ocnkx:tlvlty lest. 1hla 
justifies treating U18 hydreulJo oad.lctlvJly of (lOrOJ& IIIOdJe e.s 11 
oontlnuo.JB functia1 or epaoe ~lich varies arcolhly ern.ayh lo be 
analyzed by sterdard maUIOds of dlfferenUel calculus. Lllboralory 
end fJeld maasurement:s of hydreulio oord.actlvJly Jn frectuced rocks 
represent wlunes that -.rw often Jnt:ecsecled by enly 11 fat fracbares. 
1herefore, u- 1111!118\JUtnalte lend to be erTIItiO ad eenaltfve to Ud 
'IIOlune of rock 8811\)led by the teat. For Ulia erretJo behavior end 
aensitlvlty tn be aoceptebly anell, tl18 test ~Jd have to be 
oa'dJcted a\ a relatively 1111-ge ecala at "'lid' U~e oanpJe oorrespc:u.~ 
to 11 Representative Elementary VOlUte or IU:.V. lb19V'er, U~ece Ja 
generally ro guarantee that 1111 REV can be defined for a glvul rod< 
mass. ~lei' 1111 llEV can be defined, it Js ofb!n 110 lBigo ea to render 
U~e IIIBIISUrement or ita hydraulic ocrd.Jctivlty Jn{lrecUcal. To eb~ 
questions raleted to tf• ex1etenoa erd pn::pel'lles or REV's ecrl/or to 
ellminate U-.e need for tl~eir uae, eane JJJvesUgat:ore have relied u1 
dlecret:e II'OlJala of freoture neb.orlal. 11'18GG nodola require dotallud 
determlrliatlo end/or etettstlcal Jnf~Ua\ eLout U-.e gunnehy of 
frectures erd U~e apet1a1 dlstrlbutlen of tl-.eJr ~~p~~rlures "'lld1 Je 
dl fflcult to obtain, In lllllltla1, tll!llre 1s gr011lng laboratory 111d 
rteld evldenoe tllllt the -nee 1n M\ld1 aud1 ~la tr-let:.e data 
about frect:ure geaneby into hydraulic ad transport properties of 
U~e rock 1s or-'\ to eerloue questlaw. 1h1s paper deecc1bes 110 

alt:eu\llt:lve to boU1 tl18 Cliiii81CIIl oonUnan oaoocpt boaerl en an ftEV 
lllld U• discrete fracture network llflpl'OIICh. 1ho prqlClUOd IIH.ornullvo 
places less 81plll81a en fracture gec:metdo date u..., en U• retNila 
or hydraulic teats ocrd.Jcled en ecales at "'Lld1 testing 1B practical 
wlU1 svalloble tectnology. Such tut:e \.BIIIlly 8811\)le rode ·wiUtes 
aneller then en llEV erd -t U~erefoce be analyzed eteUettcelly. 
lkiwover, U-.ey are· generally easier to ixnlJct Uwt ~~~easurlng all U-.e 
geanelTio panmatere tllllt ere requfred for U18 ocu:.tructlen of 
reliable discrete frecrure netwodc I!Olble. 11oare ie evidence lhat 
hyd1eulfo loet date collected en ~dale ••b-IIEV ecalu ooneloto 
~11 wlU\ logs obtefnad by eeleoled borehole gt~C~JJYafcaJ dcrvlcee 1nl 
with aubaurface goolu•ogr~lia 1INII}B8 yet U1ulr oorreletien wiU• 
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~tclc pnrl!lmetere audl DS fracb.are ~lly ere t~ at best:. 
,,., poper dclto\9tretes U~at such hydreul ic lP..st data are erronahle to 
qtumtltflttvo analysis lJ'f treating U'll'!lll ea Ul8 realization of a 
stoclWJtlc process defined over a ocnttru.w~. 'J1l8 nature of U1ls ·· 
atocl'l8stlc proc:es8 on ecalM aneller erd/or larger thnn U\8 scale of 
.mosolrE'fll!!nl: cnn bo etudled lJ'f lft!l!ln!l of declclnvolutlon and/or sp~~tlal 
aver~~glrg toctw•lques. In Utili """', data ohtah'tl!lll on d1 fferent acales 
can be aN~lyze<J jointly wiU•In a unified CCI\CePt:ual fraonewotk eo as 
to reinforce each other. 11'18 cor.ept erd maUSN~tics are lllustreted 
with datft obi: a I ned ft'Oft fractured grant tes near Oracle, 1\d :rn•a. '11111 
p~~per en-eludes lJ'f descrlblrg h::M Ul8 ocntlf'lllllll oc:rr.ept can be used 1 

to analyze the sp!:eed of dlnolved CCI'IBtlblalta Jn fractured rocks. 

1. ItmCOXTIO~ 

Leboretory end field ~~~E~UUrements of hydreulte ocrdJCtlvlty (or 
ponN!nhlllty) 1n porous lrodla repreoent everegoe over many pores. 
Such 111888\Jntnenta are lnsensittve to 8111111 veriettons In the vol~.mt 
of tJI8 por:cos medlun effected by a hydreulfc codJCtlvity test. 'J11ls ' 
justifies lnlai:Jrg U\11 hydreuUo cod.ICttvity of porous medJa as a 
ocnUnDI!I furctton of spoce which varies BIDOl:hly erough to oo 1 

81\lllyzed by sterdard !MU'Ods of dlffereni:Jel calculus. 11l8 BenQ i8 
true atnlt J101"09ity end atet.e variables audl 11!1 fluid seluratiCJl, .. : 
pore pressure erd ·hydraulic heed. Treating these quantities as 
ocntln.ICU!I fla-cl:tCJ"'S of space Is tsnbm:u•t \o lgnorll-g U18 OCJft-

plexl u .. of the pxe structure erd nplscii'YJ tJ\8 1rodh.wt, for U111 
paq1088!1 of llfllllysle, by 8 UctltiOUII ocnlblUUII. 11111 qulllltltlee are 
dofl,_, at each point of tJ1I8 ocntif'llllft bJt are urderatxxxf to 
repr-'t averages aver a finite voluna lll.lt"l"'lFdrg \he point. 11111 
letter Is celled R'flresentsttve Elenentary Voluna or I'!EV, end U18 
SS90Ciatt'ld qusntltles are tenrod INK!toecx~lc (c. f., Dear, 1972). 

Laboratory 81od fleld -..nm!nta of hydreuUc CXlrd.tetlvity 1n I 

fractured roche zepresent volunee that are often Intersected by CJlly ;· 
a few fractures. 'lllerefore, U'leSe 11188SU1"EEMMlta tend to be erratic · ., 
and eere 1 t1 va to the vol una of nx::k lt!lfttlled by the test. For this · '' 
erratic behavior end eerettlvity \o be sufficiently 8111111 to ell~ : : 
heetlrg hydreullc codJCtlvity es a 11100l:h functiCJl defined OYer a 

1 
• 

cxntlf'llllMI, U\0 te!lt 111111t be cod.ICted on a relatively large vol~.mt of • 
rock. tal8re fracb~ cb"'Slly Is 1~, tJ1l8 voluna may be eo large ea • 
to rerder tJ111 lft!a.o•Jurement of ita hydraullo oorductlvtly JJTt)l'acticel. , . 
"'rU111moro, U1l11 voluna wey be nuc:h larger U\On U\11 acale on \<A1lch t'o 
delstled Information about tJ\8 hydreullc cxnlx:tlvity dlslrlbJtlon of : 
a rock IM!l!l i8 required for a given project or p~r["('li!M'. ta'IM Ull8 · .. , 
1'11'{,-oe, tJ 18 c le!ISl eel ocntl.n.ll.ftl flllproi!IC!' fail 8 • . II 

M an eltemstlve to tJ• colt:if'llllll llfl'rosch, varlCJ.IB tnvestlgetors 
have pl"CJ(lClSSd to 81llllyze fluid fl~ in fractured roc:ka lly ual..rg 
discrete nodola of fracture net:wor:kll. ,_ UII!!Oretlcel nodela ·I 1 
rfY)IllrS detalled determ.lnletlc end/or statl8tlcel information about • I . 

the gecJIII3b:Y of fracturee erd their sp~~tlal dl8trlb.ltlon. Dfacrete'"' 
nebolork n:xlel8 fut tJ\8t' require thftt a theoretical relationship be ' '·' 
given be~ U\8 dl81:rlbJtlon of openi.J-gs within tJ111 platl8 of each . ~• . 
fracture end ita hydraullo codJCtlvity. For et.nvUcity, U\9 walls Q. 
of each fracture ere usually viewed a11 inp!t111!8ble rersllel plates 

1··. s 
the diat:ance bel~ toA1Id1 can be represented by e single "hytlrsuUo ol 
aperture." lt tJw~n follo.~S f('CJII tJl8 Stdces equation tJ'I8t flow · · ' '"" : 
veloctly svoregad over U\11 fracture \hlda'os!l iu proporticnal \o the '"';. 
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aperture I!II'J'Iftred. Sl.lftllar1y, Ul8 hydr8111fc cndtellvlly of a roclc 
UlBt ia u ·avctsod by such a hscbue 18 pn:•por l!CJ'IIIl tD UIO O(JOl ltue 
eullod, a reJ ol.lonshlp kl0o10 as U18 "CJ.Jblc law," Ins lead of usfrg · 
field neesurenonts of hydceulio cud.JCtlvtty dirnctly \o celculete 
fluid flow Uun~gh t118 rode as 018 wculd foe pocous 1110dta, 018 uses 
euch lft!atNronenta to dete.tllllre U• l~eulic epeE"biC88 of fractuaos 
I.J1tersecttr-g e teet wne. ~ rept_,tlrg U18 rock lly a nebootk CJf 
fractures end 118!11gnfng en at~~~rlure \o .-:f\ fracl.lata, _cnot has a II'Uhl 
for U10 celculatlCJl of fluid fl~ UII'OUgl' U• rock. · 

In U1l8 peper, - 8tert: wJl:h e brief OIIUView of U\8 dlacrete 
fracb~ r.el\olOrk er~ ,,hid' points to ., .. f.-'Odalronl:al dlffl
culi:J es wi U1 \hi8 CC~~CePt. We U 181"\ ~~UggMt en ellon'I8U ve IIRJ[OIKh 
•A\Idl plecee 1- f!1111•1118le en freotwe geCJ~~&b.·ic date U~«~ en u,. 
results of hydraulic teats CCJ'dJCted en 1108188 at \<Allch t88tfng Ja 
practical with available t:echiology, Such teals usuelly -ft>le rode 
volu!\11111 &Mller UW\ 110 ltEV •d IIU!It therefore be ea'18lyzed stetl8U
celly. lbiOYM', they are generally eeeier to oa·dJCt tJ1on IIIEIUUr 1rg 
all the gec:JM\rlc per-tere Ulllt are required for \he CCJI8t:r\JCthal_ 
of reliable discrete fracture net.wcxtc IICdBla, We cite evidence U\111: 
hydraulic teet data oolleot:ed a' epprovdate sub-REV 1108188 appear lo 
oorrelsta well wiU1 loge Clbtained by Mlected bonllo1e gecpllf1llcel 
devioes end wltJ' subaurfsoa gaotorogr~llc llftll9eS ~t U~&lr OOl'Tela
l:lon wl \h geomtric perenotera such ea fracbu-e tl:.nslly are lCilt.OIB 
at bent. Wo furtJl8r dmawtrele U\llt euch hydraulic lest dlth ~tee 
ananobJe to qulllltltetlve 81'\lllyaie by beating Uw.111 ea U18 reo1 helton 
of s alxx:I\II!Jtle pl"'Cee!!S dBfi.Jw.d 01/el' a ooni:J.n.Ju11. '1118 nab.1re of U\i8 
et.oc:IWJI:lc prooess on ecel88 BII81Jer end/oc laager U\1111 U'IB ecale of 
~meauronent can be studied by IM8Il8 of daaoa1110lui:ICJ' 81d/or epatfe1 ' 
everegh-g tedntquea. Jn thle way, data Clbl:alrn.J on different acelea 
can be llfllllyzed jointly wiUlln a .-\!lied coxx.ptual fl·auowock eo .,. 
to relnloroa each otJ\BI', 

1t'l8 CC~~CePt erd maUif!INitlce are 111.-t::reted w.IU1 l~aullc ocrdJC
tlvlU88 Clblalned fro• alrgle-lole •d c:roee-hole pddcer testa 
codtet:.ed on two eeparate aub-ltEV 11081• in frsclurod grant tee near 
Oracle, ~rtwne. We explain how auc:h data can be ~ to eetei.Jlllil 
tJ• eltlstenoe 81d hydrauUc properttee, oc lade of exletenoe, of en 
J'IEV within U18 nx::k -- tealed; U18 eltlel:alOB of such an M.V is aut 
11 prerequisite for tJ\8 treabtlent of tJ• rock 88 a ocntfrua• "'-' 
llfllllyzll'WJ ita hydceulice, We CD\Olude by •u•ll9 how hydraullo 
ocrdJCUvity data oollect:ed en enxoprfet.e eub-ltE.V scel88 can be ue&J 
\o 81'18lyze Ll{lOrtant aapecta of U• IIW'Wlet' in t-A•I<..ta dadcele 
dleeolvod in grCJ.nlofater .... t::reuepcxted u-.rouy~. u. rode. 

2. Dlf1"IOJLTIES JU Ml.ATINJ fMC'JUtB CEl-£TRY TO 1Mlltlll.II.1CS 

In tJ\18 section, - present a t..tef 0\/UVIow of altontJ\:.e to dovelq1 
quenUb1Uvo ralsl:lalshlpa bet-woen the gea~at:ry of dJecrete fracluroo 
eaod rock prC4'8rties atfeoth'IJ fluid flow and eolute transport. foblt: 
Of U\e88 relei:Jcnshfps dBrive fr:CJa fracture network llodele besocJ U\ 

U\11 cublo law. 1\ partial review Of MIC:h MJdels hee looan (X-.tdonled by 
long (1985). Of pedicular inl:.er88t 1!tfU19 U111 eat Her 110loJ • ua 
those used by 0\.llds (1957), Ibm! end Pozlna•co (1963), l'ollll ( 1966) 
81d Srn~ (1965, 1969) \o detendna tJ• "effttetfve hydreullc cod.IC
I:Jvity t8f'IBOr" of a frsct:und l:odc. '10 celculaltt auc:h • t•li!IOr, 
tJ- euUora CXlllBfdered three-dl.lnerl8fonal neboorks CCJ\IIlatJng CJf 
Jnfinlta fracturaa grCJ.tped into eels havlrg diffment orlanl:eUCJlll. 
Srn~, .An had allowed odenl:ati018 au.J sp.t.rl:wtttJ lo var.y at r:aud.n 
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frr.m one fracture t:o erothr!r, fOlrd that Ule efCect:lve hydraullc 
cx-.vlllcltv!ly tensor fa sensitive t:o Ule rurber of frachu·cs Jn Ule 
noh10rk wfv:n this r11.11llor itt lens Ul80 2(X). NJ polnlcd out by log, 
Ull!l Slq}')St:.!l that a large t1111!bor of fractures "'l!lt intersect a rock ' 
vol••rn ooforo it con be t:real:ed as an IWJ, ard Ule she of this ' · 
voh1110 dnpt>Jwl<J en tile density or 8p11C.IJ9 of lha fractures. J\l:tenpt:s 
by oU\tlrs to edJress Ule q11est:len ._.\lit O:.lSI:itul:GS a large ru•b!r of 
rr~tetures lro lo t'si:IJMtM es Jew as ton by nata end Olernyesllov 
(1965) en tho bAsis of etlltistJcal cx::nslderations srd by Mntnt (1971) 
"' tl\8 basis of Jnjectton test data. 1\dd.lttcnal eetilnal:es ere quoted 
l¥ ~lees et el., (1978). 

F.erly eMIY!Jt:U~~ of flow ti\I'QJgh b.o-dlrrnnsl0081 Mb.orhs of 
finite frocturr.s, ba.<~oo en Ull! cubic low, hove boon rerorted by 
rarsr.ns (1966) erd Caldo~Gll (1971, 1972). Exmt>los of nore recent 
work, sane of wfrlch ext:crd t:o lhreo dllll8n!liCil!l end U\8 rrodoling of 
ocntemfnnnt tTansport, include Lcrg et el. (1902, 19U5a, b), Robtnscn 
(1903, 190-1, 1986), E)d:J et el. (1984), Sd-.wartz et el. (1983), 
AotleiiU (1904), Smilli 01d Sd-.wa.rtz (1984), Dershcwltz et al. (1985), 
Ehb 81d WltheC"8(1Cnl (1905), Gele et al. (1985), Gele erd Rouleeu 
(1905), Lcrg erd WlU10nrpoon (1905), Shepl.ro 8ld fvoodat-escn (1905)J . 1 
Smll:h et al. (1905), lle91•JOOn (1985), ll09'1U!HM¥l et al. (1905), 
~rs9on erd 'J1U'1111k (1907), 1\ndersecn erd Dllerslorp (J907) nnd 
Ra91USSE!n (1987). 11le OCI.I(Ill•9 between fluid pre99\Jre a1Y1 tude 
cJefonnotlcn In frach•re tlel\oiOrlts hoa been oa'l91dorod by tborlshad et 
el (1971, 1982), 1\yalollehl. et al. (1983) 81d Tseng et Bl.· ( 1905). 

().JIItltatlvely, tMny of Ulase studles 0011flrm that a fractured '· 
rock moy behove dl fferentJy t:hon a c11189lcal CXJntinuun en ecales 
wf1lch ore net lOC9f' oorporod to the epaclrg of ti'IG fractures. 
QuiV'Il:itattvely, howevor, results obtained frc:rn fracture network 
ITICXJftls besed on Ule cublo lew ere suspect for several reescns. 
Fortuost Bm'Jf9 thlse ree.scns is a fundmnentsl question about U\8 
velfdl ty of the cubic low in natural fracbJres lhet terd to have 
r"'tgh 1!1\trfBa!S. In a re()(lnt 81mMry of leboretory experlrrents m 
flow tn rough fracbJreS subjected t:o ~slve stresses, Gele et 
a\. (1905) hove al~ sl:n:rg evidonoe U\llt significant davlet1Cil8 

•I 

fCOII U\8 cubic low oocur et elevated normal lllTeSses. '1119Y ocncludod' 
lhet MexJstlrg labor1100ry data 1!1\.Jf~XX\:s the use of tl10 cublc law, ' 
with "PPf"C'{{riete o:nTOCtions for rougl-ness, for fractures wf'a!G · 1 1 
edjoJrurg eurfftCe!l are rot Jn oont:act. For fracb.J"["98 lhet are Jn · , 
Jntimot:e or.ntact, c:ornKltlons for rouglness a tons oo r-ot eJl)ear t:o ba 1 
&~b]l•ale to COI{llet:ely deffr\8 tile flow properties end t:orb.IOUS ' ; ·•J 
fl~UlS of s.IJ-gle fractures. 11-..s tile determiMtia' of actual · .. ;,. 
&['(lrl\lre gec:nnby 81Yl flow (KOP&rtles for eJrgle fractures art)eer to 
oonstllule en J..ntx>rtent limiting factor 1n eveluaUng tllB true fluld ·: .i 
velocities ln fractures.M ' 

Careful IJ'easuremN~ta of roughness prof I tes sla-g Ul8 eurfaces of 11( 

rW~tutel frach•res In grenile by GenUer ( 1906: oes aloe Tsang, 1984: ,, 
Tsar-g enrJ •utllersp-u,, 1905, e•Y! Tsarg 8ld Ts8f9, 1987) suggest thet · · 
apertures rnay vary by orders of magnitude over dlatances of less Ulan• 
a mlll!Jroter Jn a I'Mf'l10r U\llt is ·best described es a rard:m process.'' 
Tsorg enJ WllherS(JCX:n feud that MUle eperlttre dlstrJwtlm of 11 veryl . 
"""11-mald\E'!ll fracb.rre (i.e., very little lateral misalJgrrrent between'; 
Identical top end botton fracture halve9) takes en a shruply peal!ed ·tt : 
sl\llpe, UlO eperbtre dlstributlen of an ill-JMted fracture Js brood ·I I r 
a1d flat. M 1hle 1111JIJ811 tl\llt Ul8 epertwe distribution nust be · · oil· 
highly scnsl Uve t:o ai\Oer dlaplBCEnU,t:a elcrg the fractut-e pl-, a :t l 
fact vJ.vldly dem:nstreted 1n e l11borat:ory experlmont on a Mlu.rel ·•.n1 

• • ~:lib'•:nrl 
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joint Jn gt\OJSS by Molrural: ( 1905). llltt expodncnt el~ "U~t U.e 
hydreuUo oaU.CUvJly of a t\lltural rour.Jh joint can Jn:::reose lu.> lo 
UICeO n10gnltudes undor a ll10ar dlsplacorcnt of only 1 ""'M enr.J llaJB 
"U10 porollel plel:e IIIXlel ... clJett r-ot dtOCk wJth U10 8XJlEirl.nOltal 
flCM rates ~AM!fl tnei\SUretl apertures ue used. • 'l'song and TUntiJ wut o 
able to d~acterJze Ul8 IJ(l8tiel reletialSh.lp beb.ec!l epe.rtwe.J atog 
traces 10 em 1a9 obtaJrled fran Oonl:ier'a exporlnllnls by n-.earlS of 
eanlvadogrBus wiU' rengea (c:on:eletla\ dlel81ces) lleb~etln 1 81d 2 
an. WJ u, U1ls U19Y """re able to gcflBnl:e synU10tJo oporl•ue prof lias 
by lb1to Carlo slJ•uletlen tArld' ere statistically Jtdlatlugulfll.ahle 
hun U\8 tnG~erJ profiles. 11rle etattetlc:el vJw ts in 1 hle wllh 
tl\8 fl1dlrg of Wor9 et al. (1987) tl\llt n:ugh fracture 8U1 faces fAK.h 
Btl those re(lresenled 1:¥ Genl:ter'e profileo can be d\llnct:erlzed by 
fractal dlnal!lfCI\9 """11 in exoeea of 2. 

Mterrpts to nodal Ule effect of aperture vartahlllly en ftCM 
Uu:ough a fracture have been repo..-lerJ by lwal (1976), Nauztl 81d 
Tracy ( 1901) and Tsar-g end WJUlerepoon ( 1905). In all of U'leSG 
etU<lles, tll8 fracture wes repr~ted by ftruto &egl&l~ In each ot. 
wtrlch tie cubic lew holds, though apertures oo..tld vruy fran one 
Begtnent to 81'0U\8r ( 1n Iwai '• I!Cdel Ue epeilures """re assigned 
eltiiGr a zero ore unique nonzero value). Givtln lJIG high fc~ 
and mtllfhtde votfatJon of apertures as Jrdlcet.oo by GonUer's 
IIIE!B!Aironcnls, 11: fa r-ot cleer UlBt U.o culJic luw &['plies ovon ovu1· a 
snell ecgnent of Ule fracture plorle. O.r.rer't ollol(lt:.!l t:o etlkess 
U\Js questkn by oolvlrg Ule Sldces equalla' ru111!.CJ~lly wl U\Jn a 
fracturs will yield Cl\ly a partial h\Slght Jnt:o ti\Js dllanM buceuse 
l110 stale of U10 art d:les not allCM eocurete oo•t.utallon of flo.~ 
around sharp espedlleo of Ul8 khwl 89SOClsled wJU' high frur~e~Ly 
81Yl enopUlutlu varietlole Jn sperb.treot. tleverUoaless, Ule 1110do.tl hq 
exercise of Tseng 81ld Wltllerspocn hos ocnfhned U10t Mc.11ly at ICM 
applfed stress, tA-.en U10 fract-ure Je eaaentlelly qJen, Js Ue 
pocellel-plele appr01111118tien foe • fl·aclwe edoquele l t:o teec.rltll!) 
flow tl'ru'!)h it. NJ tl• OCI'tact area bo~' U\11 fr~telwe eucfaco.r 
increases wJ U1 el:resa, tile 1ouglw- 1n U.o fracture eurface cea.oaa 
to be [e) lllo!nt purlurbat1a• en a ...an parallel-plate apel"ture." 
•n1alr n.noricol experiment. furUoec euggeat U\Bt Mwf,on tll8 CXJntact 
erea of lJl8 freclure eurfac.t ie greater U\M'I 30t, U10 faald flCM rate 
can be two or nora otdalo of IIIBgn.ltuda enaller U10n U"'t predicted by 
a flow llodel wfrlch does not include t:Ol'luoot ty. t-bo.sucfltcnta tJj 
Dandle et al. (1983) ClliiiCidQle of rtiiJnY e81'1dst.o.e orwl llnost:.al& 
88111>188 ehow U\llt Ue ountact area !u eppt'OXIJIIolely !Jl U10 rsr"a)8 of 
40-70t at 81\ O('Pl ted elress of 30 •l'e. • 

1hJs euU-or Js r-ot were of expec.IJnenl:.e UIBt 11011ld U'lEIQ\tlvocally 
sur.oport Ule parallel plots enalogy or ocnv.IJ~ehgly vaUdiJle Ull! cuhlc 
lew under field oa"ld.J lions. 'J110re Je, Jo~eVer, en lncteesl•g n1aJU11t 
of field evidence U10t FIOtWOJ:k ft}().)la .,.,Jd' lrouslul:e «bta ahu1t 
fracture geotoby h1to hydroulfo BJd tror1f4xJI: t pcq10tUeo of U\11 ux:Jc 
fll89!1, based a\ Ule parallel ploltt enalogy, ue of queallc11oble 
vaHdl ty. llydceulJc testa end traoer 111fgrat1c.t1 experlnenta (l(Il()l~ele.J 
by Raven et al. (1985) a' bwliviwal fractures Jn nonzarltlc- gneiss 
Mar OlBJk JU.ver, O!'t:erlo, Canada Meuggost U~at fluid velocity Jn 
fraclurecl rocka will bo difficult to predlct uslrg hyl.tnultc tests 
end sJnople parallel-Jilote IIOdala of fractures, d\8 to flow prqnd.y 
lll!terogenetly llflll nonlchal flow •egllt\88 in 10.19h nabu·el froclurtiR. 
Measured tTacer velocitlse Jn fracture ZCII90 woze up lo 20 l11ne1J 
a lower tl\1111 volocl tlee Jtredlctod uelf9 Dnn:y'u I .ow srot parttllel-rll ~ol<t 
IIOdala besOO Cll JnjactJc.tl teota. • In oUIUC wonh, lo{JBlturtte txAtt.ulu-J 
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(rent hydrttul to test data to~ere gcr.erally Janpr than U'OSO ootpJled 
hon U10 arrival tl!re!'t of tracera Jnjected into UVJ fncturcs. 
rroclscly the ct'{X)(Jlte relatlcn between auch epertures was obtained 
tJY Aholtn et t~l. (1983, 1985; eee alfiO tbreb1lda~, 1985) for gnnlte 
~V!fl ~'18rlng cxnatant ~re hyd['fllll to teat dltta wl U1 the resul ta 
of b ·80l'lr "'lgrat:fcn ewperi111Bnls In elrgle fractures at U'IB Sl:dpa 
"''"• In s.-rn. If Uwt cubto hw Willi valid, hydraulic teste ar¥1 
lTar.e" expi!I'JIIIt'nta el-o1ld have yielded OCJ11l'M'Dble eperb1re volues. 

M SlrJpa, lTacer injected fnlo eteeply dJf1llrg fractures wns 
l'i:lft1lled at discrete rotnl:e in t-he roof of an trderlylrg gallery along 
its lntereoctlcn wl Ut eiiCh fracture. Flow rate out of eoch fracture 
"£l1Cared to var:y erratically frcJII ens S8ft111fng locallcn to ar'OU-.er, 
as did tho arrival U1118 and cx:noontrlltlol of the tracer. IVY:>ther aet 
of experl1re11l.!l hils been cndJCted at Stripe in 11 75 "' long hn\91 
wllh two eloo erne 12.5 111 in lerglh (tloretnlelm, 1985). ~i
~t.ety 400 (llesUc oolJeclor sheets, alx:ut 2 x 1 11 in area, have been 
glued lo U\9 wolle en1 roof of U\9 tuY!el lo 11'01\lt:or grotrd.•nter 
inflow rates ard tho IUTlval of traoera fnjocted through boreholes 
ddlled Into tJ\9 roof. "'Jilin, U\15 spatial dlatribJUcn of water 111111 
tri!ICOr Inflow rates WM orretlc: 11 U1lrd of the water Inflow toclt 
pl ~ aver 2\ of U\9 m::nl tored area, and atx:ut 70\ of U\15 covered · 
nrea at'Ooled ro IIICI!Isurob\e Inflow. 1hts has glwn rlee to tJ\9 J'Otlm 
tJ"'t fJuld flo.~ nrd solute transport rNJ'f 1:18 ooc:urlrg alo-.g discrete 
diiV'Ill!la In etwil fraclure. 

"'fortla\Rlel y, thiA euUwx llllll'tt cxwl!!llcler U18 SlTipa expt"~rlrmnts to ' 
tVJ incnr.lootve IJCCII\~ tfl8 erratic tl8ture of the ~reasuronenls mlgh\: 1 

be due to CII\J!'IeS oU'IP.r then c:h~Jrw'lelhg, such 011 U10 formal:101 of 11 ~ 
"l'tcln" of unoven hy\Jraullo oonductlvlty wHhln U\0 rock ~lately 
11\trTC'U'ldlrg u., gellftrY, generated by an altered strese field 11.11 a 
n-MJlt of excevetlt:n. 1he exlsterr.e of euch a lllkJ.n In erotllBr 
9"l1ery wHhl..n t110 Strl(lll "'hiS lltl!l been eugyuted 01 Ute bnsie of 
hy\Jrii\JJIC cwperJmont:s by Gille et al. ( 1982). Ita p~ Ia furU~~~r 
suggested by U18 fact that ~10reaa tl18 brnel experllft!lrlt ln'lrllee tl• • 
exhttence of lftr-ge areas of rock IIIC%Oite ~ltc:h ro wator Is flowlrg, ' 
(\tiCkfllr tf!Sts cx:rRicl:od Jn bonh?les extending frail the gn:ud aurfaoe 
«bo«l to u., level of Ull!l llline yielded 119!11Sllrable hydreulJc cord.Jc:- · · 
tlvl ty Vl'llues a lag the enUre lergth of eoch boreh:>la \oh!n tl\9 · ,. 
Interval · between the peckera was 4 111 (Gale, 1986, pet110'1111 OOim.nlca
tJrn). 1hus, lntlasunmont.a of flow Into lar-ge ~rgr~ cp!lllrgs " 
dJe!J not l'l(!Ce99"rUy pruvlda reliable informaUo1 about tJ\9 hydrllllllo 
«Udx:llvity (end hf>tJCO also flow) dlatrlrutlcn In ll'18 rock rMSs • • 
hcyond Ull!l wells of 11'18 C'f"!!J'Irg. 1hle rotwltll!ltendlnJ, the pea- ·•t 
alblllty tJ111t dlllf1l'lllllrg telces ploce h1111 alao beEn raleed In or:rnec
tlm wlU1 hydraulic test.a o.:rd.JCted undor different cx:nlltlol9 lJY · · 
Bourke et al. (1985) wlthln e etrgla fracture In t"brnnall, ElgJerd, ·. t 

Bas<!!d Cll ~ ard ocmo laboratory experhnenl:e, TBorg and TsBrtg · to 
(19117) lvtve pt<tiOEitd II (lCflC('[IWIIl IIIXJel ln ~lld1 fluJd fl<M 111vJ I. •I 
solute tran9p01:t lelce pl11011 In "a H"'lled I"UI'ber of t.ortuoos ard . '~ 
intereoethg dllllw\91& ••• d111raoterhed by en aperture denslly • ·:•. 
dtelTib.Jtlcn fu-ctla\ en1 a epatlel oorrelettcn lengUt." Slroa "In ,•I 
practice U.., acbu'l oonflgureticn of Ure cherrele ••• Je not lcro.ln, •., 
these are replsced by 811Y'eral •irdependsnt, atetlatleally equivalent'· 
d\OIYlOls• or.lentfri parallel to Ull!l exten111lly Jll'{lOSed (vie · I•"' 
art'ropdale lx:uYII'Iry corwlltlcns) Non ~lrecUcn of flow. In title : 1 ·•1 
Jlll)niiOr, tJ\9 CXJit'R.It:ello\ of flow enJ solute lT111'119p0tt beooros 0\9- - 'M 
dhronslcno!l . 1he dliii'W18111 are dJacretlzerJ Into acgnenl:e ln each of'" 
~tldt UVJ cubic lew holds, 111¥1 tl\9 effective hydraulic cordx:Uvity .'fit ; 
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of eed1 dlllllflel is alli{)Jy U10 lllll'IID,ic mean of U10 hydriiUlJO cor .. b:- . 
UviUes assJgned to He &egl&lle, 

\ole IIICntJUY.d earUor U111t IISSIIfting U• otblo Jew to oo valid ~ .. , 
a(Jorlurea vary repldJy In epooe 1ft11Y be problUMl:lc. a,relly 
probll!mBUo Ia tt• · Jdoa of xop~Uro a l~dlmenala\31 nob.orlt of 
Interlaced dlllllnOla, Ute geouet:ry of ~uc:h 11uet Le lndspondc~tt of U111 
flow cnlflgurai:Jcn, by O'll8·dllllllllllicnal dllllw·,..te U111 orlertletlol of 
•Atldl varies wlU1 Ure l"t''BBd t:o..'d.try ocn.Utlol!!l. 0\lllwlOliJ-.g le 
indeed a dJatJnct PJBSib1Uly Jl U111 oovarl111-..::e stnJChu .. or U\9 
apertures wJ Utln a fracture af'OWS en.lsof:ntJy so U\llt u.,. t.Onollll:lul 
dlstenoe varies with dtrectloJ. Sw1 atatlelieal llllisol:rqJY oouhJ Lu 
caused, •tr.ln!J oUJOr reasona, by U18 111-rJng of esperf tJea ala'VJ 
profon:ed dJreetlcne. tbl9tlol-, direct field evldonoe for lhle 
for"' of d'll!llw.alJng IIIJ affactJa'lg fluid flou and lk.llula t.rllllS{X)r·t DOt
to be lackhg at U\0 preaont tJIIIG~ Av11llebl~t expertorontel date tb 
int•ly, I'OWeller, Uwt U18 hydraulic cord.JCtlvlly of fractured rocks 
~y eonotJIIW!S ba controlled by dliii'W18111 ~lld1 di.Jvulc.p 1111 11 r.aJl t uf 
enhenc:~d weetllBrf.slg aJo-.g fracture tnt:en.eeU<:n~~. llsloh at 111. 
(1985) used crces-tX>le trytkiiUllo l:eete to 011aluat:e Ure hydroullc 
corY.lJctlvlly of frsclured granll:ee neer Oracle, Ach.cne, a1 a ecal~t 
of several lena of mtera. 11wry fOl.Wd tllBt U\ls hydraulic tndJC
livHy can be repreoent:ed by • t.enoor Ull!l pr:hJCJpel dlreclJo\9 of 
whld1 ere sub(ll!lrellel lo Ure Jnt.ecaoetlal!!l of Un U\rea dnluaut ( 111d 
or:Uvga\31) ft·achue seta at U'IB aile. 1hla eunesta ( Urouyh thos 
rot pt:OYe) that tl19 lnleraoctla111 IIIIJ'f ex01·t a 9reeler lnfluan:::e cu 
U10 overall hydraulic ocnlx::Uvlty of Ure Oracle yr01tlle tl'IIIIJ tb U\9 
frocture p1111.cs. 

It Je evJdant Ulftt our oonocptuel urduetandlrg of fluid flow ard 
solute l:rOtlSpOrt Utrough froclur- 111\d fractwe int.,raoellone la 
lnsufflcleut lo oonstnact roliable floltworiJ. 11Ddol11 Of U- &h~IOIW\111. 
1118 usofulness of such II'Odele ill furUaer OOI'{lf"OIIlaed by UlOir doonen.l 
for datalled datenninletlc and/oc etatletlcal lnfor-uc.n eta.r\: Ullt 
geouet:ry of fracbu:ee 111ld U• epeUel dletrlrutJcn of U~&ir epe.a lures 
~dd1 Ia dJfft01lt to dJtaJn. '-t Ue lteart of U11.wa ranlala Je U111 
rotlo1 U111t infonnaUCil aboUt fracture veonetry can t .. a .. Uabty 
lrensleted illto hydrauUo and transport pnl{ll!l[tlea of Ure rode 1.>)' 
ealculetlol. If Utle roUo1 Willi OOITOCt, ens woo1ld expocl ( ttnUliJ 
oUlBr Utlngs) to Und a positive ax-relatfo1 Leb100n l.ytb:IIUllc 
cord.JCUvJly and fracture doneity in borei'Olea that transect a larg.l 
voJ\1119 of rock having e relatively tadfm• UUology. t.Uol\)te by 
Jones et el. (1985; see also ~nan et el., 1905) Lo oorc~lale 
lrydreuHo cord.Jc:Uvl tlee fro• alngle-I'Ole packer leebl wJth fcacbare 
densities dot.ennJ..ned en u ... btlete of core 111d aoouslfc televiewer 
date In borei'Oles ddlled nearly 100 • Jnlo U18 Oracle gr1111lle were 
unsuooessful. M exllllllnotlo\ of alntllar data pteseuloJ by Davloon 
(1900) for ooreJvles .readllrg ft'Oil 150 • to nearly 3(X) .. lnt.o 
IIO'Iz.al.ltlo 9'10189 near 0111lk River, Q\tedo, Canod.J, 111¥1 by Hagn.reocn 
arrl Duren (1984) for borei'Oloa drilled 500 • Into gt111tllM In U16 
J<celc-la area of Swlden, euggeat:e that f11YtJ oonelatlot hetwOerl 

' hydraullo oo'dJcUvitJea and fracluR dandtloe at UIO!IQ altos le 
teru::~us at beet. C>.lr ability to relate Jnfocaooll<.n elxA.rt fcactw·e 
geonatry to UlG hydceullca of fnclured J:OC:Jca Ia U1Brflfoce Jn 
queet:Jcn. 
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3. STOOL'..«rriC mrrnw-t N'f'mN'll ro niE nrnnrnETI\TICJt 
OF SIJB- REV IMlW.lJLIC OlUOIVITIES Froi SIIL"LE-IDLE PI\O<ER TESTS 

F.~rletlCO wiU• slf1gle-1Dht pod<er tests In gren.ll:lo rocks at Stripe 
(r.alo, 1906, pnroa\111 comuulcaUat) slni!J U'IDt MOl UVl lcrgU1 of 
U-.o test fnlnrv11l Is 2 m, the hydraulto oaduci:JvHy ir1 many Jnter
vols Is below U10 delectial lJmf t of t:ha equl[ITCOt usod. M IJ• 
lnfluenco of a teat dlmlnlsllf!s npidly with d.Jstonce frn11 the 
br>tel10le, each lest represents at ftlOSt a cyUnler of rock odented 
pnrellnl to Ul4 borel10le wl Ul 1ergU1 al:nJt equal l:o tl'le test ir•terVIIl 
IIIYl a rotatively onnll radius. Wht!l\ several such cylinders of rock 
OJ'{'ear t:o have :r.oro hydraulic ccrdiCtivlt:y, al8 may perhaps Cool 
jt19Ufhd t:o ot.ncludo that: Ull!!le cyllrddcat volums ere 1nt large 
etnugh ln treat their ~ed hydreulic ccrdJCt:lvittes as beh-g 
&!flnod a\ a oa1tln11m. I · I 

Jblcver, oxporlen::e wiU• similar t:II.'Jts at SlrJpl! (Gale, 1986, 
IJE'I'SC'111ll o:mnt~icatial) end at Oracle (llsieh et al., 1963; Jones et 
al., 1985) brllcates U111t teat intervals haviiY:J a JergU• of aboot 4 111 
conslsl('J"IUy yield mensurable noo:r.ero hydreullc oad.JCtlvHy values. · ' 
1\t Oracle, fracb1rea are llpiiOf!d ,., averago d.Jstanca of al:xJut 40 0'11 

along tho lergU\ of eed1 borel-.ole w!Ul a stardord devl.atlal cloee t:o • 
50 011 (.Jcnes et al., ibid). 1-.9 U• dlstonce botween u.., packers was I 
3.0 m, we oaw:lude that me111surable hydrii\Jllc a::nluctlvities are f 
ootalned Mll!l\ eAch test interval Ia Intersected by en avernge of 10 · • 
fractures. To 111lnlml:r.e Ul8 poeslbUHy that Ulis caw:luskn ls based • 
a1 an error due to lellkStJfJ post u., packers, Depler ( 1905) rnsdo an ' 
at:tn•pt ln correct U10 Oroc:lo data lJy ocntldcr lng ptesm•res null tored t 

ahove end bnlow tJ-.e packed-off Jnt:orval wrirY,J each teat. It Ia 
enoo~troglrY,J Ulllt out of 102 intorvala tested in 80\lef\ borel10les U• · • 
clepth of \A\.Ich ranges f1011 76 to 91 m, U10 results of ally 3 1\lld t:o •' 
bo dJscardorJ ck11h'9 UIB le111kege corn.w:t:Jen because t:hoy corresponded '• 
to 11e911tlve or near zoro injootiDl flow rates. In ally 14 of Ulll I 
rernolnfng 99 intervals dld tll4 leakage corroctlal C8\JS8 a perceptible · 
dlllllg9 in hydraulic oaduc::Uvity. S1111>le slaUatlcs for Un l'-0 seta • 
of dat-.a, Jn tenn9 of boss ten ard Mlurel log hydraulic oarluc- · ·• 
Uvi tlflS Mll!ll ll'18 111ttcr are expressed in m/s, are listed ir1 Tabla 1. I 

Lot ua essoclate t:ha hydraullc oadiCtlvlly rreosured Jn each test · .. , 
with a (X)t.nt at Ul4 oertb:old of u., cylJndtlcol rode volute affected ' .• 
by U1Js lr.st. Slrv::e wo have a x-elatlvely large soJt>le of trytlraullo ., 
oorwJax::tlvHJes all of \A\Id\ ere ra~tero, it IIIIJices ser\!le to expect • · 1 

U\llt RlmU11r st:r.e volurea centerocl about BJ:bilrary (X)ints wiUtJn Ulll ' 
nx:k 1o10Uld aloo rag Isler nonzero hydraulic oonclx:ttvl t:y values if •1.1 
8\tbjocled to U-.e SM'I8 type of pod<or lest. Upcn esslgn.lng such l• 
VIIIUf)S to U~e controld of each voluno, ,a erd ..., llllvl.ng a ltydraullo · r. 
ocnluctlvlly as90Cialed wlU• eech p:>lnt in Ute rod< IMSS. Ill other ,., 
wonh, we tlnd up wH:h a hyW:auUc oonc•ICt:tvtt:y field dofJnorl over a 'I 
cx-ntJrum. 11te voll.ma of rock repreoonterJ by u.., trytlraullc a::nduc- •• 
Uvtty of each point ht called U• "8\JillOrt• of lhla particular · . ' , 
OCI'ltin.IUII ropresentatJal. 11 

M OracJe, tl'le l:lon!JDles have a pred:m.IMntly vert:Jcal orlelltatlcn •. t 
Since flow d1rlrY,J each poc:lter lest is largely radial, alO naay expect J 
U10 test resuJ t:s to ba ~\Itt: biased b:tward the IDdzontal dlrec- .!) 

Ua1. Mllotgh we will sea tater that such a billS Ia rot Snd.lcated ·-{. 
by the Oracle d11te, to mlnlmf:r.e Un poaslbJllty that it wlJl ooc:ur wu 
reco111od workh-g wllh data obtained f1011 borelnles l111vJrg a variety 
of or1a•l6tJal!l wlll!ll tills Ja practical. Jn Ute latlor case, instead 
of llllo.~ing en orienlet:!Dl bias, Ul!l 11111asured hydreulic oa'dJcUvlUas 

6-10 

i __ j 

n111y exh.Jbit a greater I!IIC8tter becatJOII a ·.e ~ld ra~ ho sa•l•IIRJ a 
Iargor range of d.Jrec:Ua\81 influences en UIIJ locnl hyt.luullc 
co-diClJvity values. Qar att!lude is to handle U•ls scatter as roiYG 
O\llJerhi{'OI!Hld a1 the neasun!d hydreullo oadx:Uvltles •·hlle viewhY:J 
Ute Jal-t:er as scala,· quanti ttee. 11'18 effect of fracture orienlatlal 
c.a1 U.e hydrouUc oadJcUvHy of U.e rock will n•untfoel ttsolf 
through en anisotropic oovarienoe structure en a largor I!IIC81e, ae we 
shall describe later. 11\ls antsotrq,tc oovarJanoa ahucl-ure will Jn 
turn o8\.198 the rock tn exhibit an anlsot.:ropy or hydLou1Jc oadx:
ttvttles a\ a BCIIla largor than that of an irdlvld.lal packer lt!8t, 

Table 1 cla•cnstralea U111t, at Oracle, lrytlrllullc oa'dJC:llvlUos 
moasured ala·g Intervals of 3.8 111 vary over 5 oaoors of m;JgnlluJo. 
In adUUa1 to U1ls lacge arpUlude of varlatlul, Ute meosu1ed data 
fluch1ate erratically bel-woon naighllorJng .Intervals wiU1In a bme
holo. 11\la 11cans U111t even Uo.Jgh the lenylh scalo of 3.8 111 llf'(ll!ars 
l:o be large ero.Jgh l:o !01111 a BU{J(lO[t foe our ocntinJUII represenlallc11 
of the hydraulic oad.Jct:lvtttee, this 8Ull(l0Ct Ja nove.rUoelesa lao 
811811 to OCI'lStlt:ule an nEV. In .oUter •.ords, _, Uough loydraullo . 
oadJctlvH:ies treasunrl a\ U• eboYe scale can tl)' all lndicatlcns l\8 
defined over e OCI'ltlno.JUll, U""Y cb rot vary &IVOU1Iy erouyh to al ICM 
111\ltlydng Ue11 by alendard II'I&Uols of dlfftoreuU11I calculus as 0110 
wutlld fn thu classical porous ll'edlut1 approach. 1~, u.,. leal 
decade l\111!1 seen a sh.tfl; in porous IIIBdhn Uoeory fro11 ll• cloaslcal 
owrooch to al8 ~o.hld• roooynbee U111t U• &ICO{lertlee of (X)rous niOdla 
urrler field ocnJltlal!l 1110y ala~ rardn varlallow fru11 aoe point to 
11110t1'18r. To deal wlt:h such apettal var!atlaw, Ule88 (Jlopurtlea are 
1'6gardod as rardn varlobleo generated by a at-·chastlo process · n 
U•roo-dlmonslallll epeoe (eee NeuMn, 1982, anJ tb Hantlly, 1906, for 
do tailed descrJptlal!l or U\la II(JIJI'OIIC:h). O.ar expertenoe wl u. lho 
Oracle data 8UtJ98Sl.s U\8t Ute alllle can l\8 d:.rl8 wJ u, U• hy.Jraul lc 
prqJertles of fractured roc:ke If nJ89UCed 01 sub-RI:.V BCIIJes M1ld1 are 
Iorge enough wl U1 respect to Ul8 ltVIICOtJB fracture Bl~lrg so as to 
justify defirllrg U011 over a oalUn.IUII, As we have polutod wt 
eartJer, for hydnuUc Cll:ll'dx:ttvitJes at Oracle U•la BCIIIe en1eara to 
be at IID!tt: al8 order larger U\111\ tl'le averege fracture spaolhJ. 

It is usually better t:o ~rk wlUa Jog hydraulic oadJcUvft:lee Ullin 
uiU1 hydraulic ocrdJctivHtee bee- U.a formar terd to be 
distributed In a marw'IIBr ctOBOr t.o non111l U\81\ U'le Jt~t:ler. 1hla, 
Jrdoed, !It U10 case wlUa U• packer teat dula fro• OrbCle boUt l\8fm·e 
(.:bl88 et al., 1985) ard after (lqlll&r, 1905) (J[)ITOCUa\ for lealctt<JO. 
1'0 acoount for U• possfllllfty U111t li• BMllout eupport \Aiid• aJJc~ 
ooftnlng U-.e log hydraullc oadlct:Jvltlee at Oracle over a ocr•tf••"'" 
oould l111ve e lengUa scale ai'IOrl:er U'llll\ 3.0 111, we beat U• 111088\lrt.~<l 
log hydraullc oadJcUviUM u averegee ovw: U•la dJstauoe of valuea 
associated wlU\ sana ndn.tftUII 11\Jl'l(lOCt U\8 precise vollllo of M\.lda nli.ly 
nsnoln UI1Spi9Clflcd. lbcJza•tal averii<JhYJ can liiJ fgn.>r'ed '-:a1ase Uoe 
data rer-esent c.:yllrwta of rode hovJrg a rolallvuly atlllll rodluu, 
We 111111111 x-efer to valuea associated wtU• U10 "'ln..lnu11 SU(l(JOrt 119 tho 
"IJfldurly!JY,J log hydraulic ocnduct:fvlty pt:txa~S" ard l:o Ute ~roaSUle.t 
values as "xegulsthed log hydraulic OCI'dJcUvltttiB. • 01r b[Jprooch 
!a cxnsarvat:lve becau9e U• varianoa of the udlclylng prooess Clll\ 

Q\ly be largor, fiSVer I!IIMller, U\81\ Ullit of Ute ragulad:r.ed prooestt. 
We close U\le soct:la\ by recall hq Ute finding lJy Jcne.s e I; a 1 • 

(1905) and tleunnn et al, (1985) U111t \A101:eaa hydceullc oad.JcUvlll&9 
fra• single-IDle r-:fter leobl et Oracle ela·IOd 110 O(f'l&rer•t couei6-
Ual wJ u, fcactux·e densl ties u delet111lned en II• basta of oora ar'o.J 
aooust!c t:elev hr • ..ar data, U18Y oorrelabld well w! u, ,..,.Jt.rou- Jog 
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rentJing11 everAg('d over Mf:h host Jnlervftl. 'lh.ls correJet:Jcn WM • ; 

edtiC\100 evt:>rywhnre exoopt: In 11 :rn10 of hydroUVlt11Vtl 111 terai:Jcn U111t 1 
h:vl lY)Ul etealro ~trcu-d 11 dlaba.OJe dike in CI''O of UG torclr.>lcs, after. 
lAki"J lnt:o ec<n.nt: vor!eUarw Jn U'O dl11mt:ers of Ulll dl Hertlnt 
bof't!lcles. lt retnforoes o.•r bolJef U111t: ain~la-rola peclcer testa, :• 

. lollll!l"' ("f'(l'lerJy cx:rdiCted and interpreted, provt.Je meaningful infonne
tlcn aoo•t tha pJYSlcal l'f'CVI!'I"tlM of freclw:ed rock.8 lolltldt can IJG 
related to o\hP.r gcc'\iJYSical mcnsurotn~ls "' a almllor ec111e. Even 
ab:urgor evJoouc:e t:o lhJ.a affect will be ctuoted later Jn Ul!B text. 

3.1 hlll!lf!IS of Vertical awui1110111 Structure 

In oil UCWI ho eflOWlng Uvtt U'O mcasured hydrauUc cndiCHvl ties are ' 
anlf'OXIIIIIIlely log normal, J t Ia altn uaeCul t:o dlllrecl:erlze Ul!B ll'lellll, • 

variN'lOIII end cxworiiii"CCI of UG \nlarlyl"] log hydriiUllc ca-.ductlvlty • 
r•roctmS. ,..., bost est:LIM\:e of U>~t mnn !a that given 1n Tnbte 1. 'IQ • 
evaluate tlllt vartanc:e erd cxwarlllflOI), Dcpter (1985) ac-d tlounon erd 
Or.plcr (1981) allowed tJ10 ~ldcrlytng log hydrfiC.Illc oad.ICtlvJty 
(trCJL«Ja tn uhlblt a tyt,_, of enlaotrqJy kmwn as elllfll"'idnl 
(VIII"IIIItt'dca, 1983) or geonot:rlo (Jow::nal erd lluljbre9ta, 1978). 'lhla 
IMIIII!I tl111t cno Cllfl oof.l.no!i a syatEIII Of princlpe1 Cllrtaslen 
ooordlnat-, !{', and ~ICI"dlng princlral charectertotlo JergUI!I, 
t'l , I"J, ~, 1111d1 U111t tlllt cxwaderY.:e bec:olal iaob:CJIIC lollltYI !! ia 
transformed aooordlng tn !'• 

·!" • ~- · ~ 

tl.a lllllt:rh ~ baing oofJI'\Dd es 

[~ 0 0] 
~.: 0 t, 0 

0 0 l.J 

1\ fX:IT'l""•• .. , 't : ' · I~~~ .. ..,.,~r .l!!t'IOe ts tl• f!X'(!Clnelltial I!Ohl 

C(n') • C(O) exr' - n') 

(1) 

(2) . . , 

(3) 

··' 
I .,, 

' ·, 
.. W!ra C rel'rE!!I'!!nts cxwarillfY.:O fl•tCUcn, 8 fa a dl!lllac:oncnt vector 
In u,., x' ayatl.'lll of ocordlr111tes and a• ie its mognltudo, a• • (a'' 
e )11 1 , -u., llll(ll)lScrtpt T frrllcatlng lrlln"J[ltaa. 1\noUIOC widely-used ·I 
elliptical cxwadllllOIII ill tha arJ10riC81 I!CdG1 r 

... 
0 ( .,· ' 1 ·I 

( 4) ... . 
' I 

C(e') • C(O){l - 1.5 a' + 0.5 a'J 
. 0 .,. > 1 

. .. ' '• ~ 
Jn tl.a expcnent:lat I!Odol l'\, 1'2 111d r., are tha •tnt:egr·et acotes• In '1IW 
Ul!B prlnclfllll dl recti ens of atatisttcal (or •at:ruclurat•) anlaotropy, • . 
11141 lntf'qf'al IIICale ponllel to en atblt:rary unit vectnr, !!· Is · ·•·I ~ 
defined as · ·~t 

• . 1,1) 

l(u) • _.!_ Um J' C(ru) dr (5) 11 , 
- C(ol 1.•• 0 \ - 't'l) 

It Is a IMIJ!I\.lre of U1e degree of por:wietenoe of ~~p~~tiat CJOn"elatlcn •1 
In t11e dlrectlcn y. In tl18 S[f18rlcat IIOdel L,, t-, and L, are t11e :nil .. 
·r~· of U18 cxwad11110111 in U111 princl(llll dlrect!aiB, defined aa · r-:s 
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Ul!B fllllllJest vaJUCll of Jl4' 1 , x" 1 •d x"1 at lolltlch lllll oovodnnco 
bocoros zero (in U18 IIJIPLI'•anl:Jel lll.ldel U~~t cxwadance vanh;haa o•ly 
at inflnlly), 11l!B integral scales of U18 BiJ18CiC41 •r..dut ate •Jtutl 
t.o 3/0 of lt.a range values. 

Given U111t a field Je weakly atatJonary, U• dh·ect eati!MtJot of 
lls ooverillflOIII fro• •oasured data UIIUIIll y requl rea a aJftu lliiOOQJS 
estJn~~~Ucn of U• mean. 'lhia anWla an Increased rhlt of bias lolllldt 
con be ellmlr~~~ttid by wor1dng with 8elltvu·togr- Instead of 
cxwarionc:e f1n::Ua'l!l. FUr a eect.n:t-ocdor (La., weokty) atoll i .. vuy 
field U.a 111101\J.vaciogr-, Y(a' ), ia related tn u,. oovacJ•.::e Uuo.~o:jt 

Y(a1
) • C(O)- C(a"). (6) 

SuhslJ lu\:Jng into ( 6) u..., fonllllr ... --Iaiii for ext!CnOnU al or 
BT••dcal cxwarhnoo f~ICUCI'll!l ilrd tntegra\:Jrq avec U.a lertgUa of a 
packed-off test Interval, onu Clbtal.nll upraaelow for tl.a UJI•Ivoterat 
"rogulacJzed 8011lvariogrllll!l, • · Such expreaetaw hav.a boon dl!ldVO<l l'lf 
I lui jbregta ( 1971) •d a1e a tao gt,_...a Jn AH)Qiflllx A of tn-t •).) 
lle[Iler ( 1907). · ' . • _ 

Various metJv::dl of fnfenJng ecndvarlogrllll8 fro~ apotlal data l111va 
been propooed in U>~t lJ teretur• Juclt.dln.J _,,.. .. Jlkol IIIOCld 
(Klt:arlidls, 1983), 111111liftft UkaUliOCld cross valldatkn (Uast:Jn ard 
Oovere. 1985) ard a oatb1J111Uat of U\8 latter wiUa an edjolnt atuta 
111\lr:oac.h (Sa~tl!Br:, 1906; N!JuM!t et al., 1967u). In daa.llny' u!th the 
Or'ecle dale Jr .. _ et: al, (19851 - aloo tb'IIDn ot: al, l\:!h). I~•IW' 
( 1905) 111d Heullllrt ard Deptar (1987) t-' Uu II«.'· , O'..lla~ua 11-aii..:;..J of 
fllUng a ~n:xJel bv eye t:o a een~Jl• (also called: "·lJipu.rL!ItWllal") 
eahivacioJl&ll, '1'

1 
(,!), obtafuod fun U• dale \Jf •-• of U• fouaala 

ti(B) 

y• (a) • _!_ t-tY"'(!& •!&) - .y" (!A ))I. 
- 2H(!) l•l ("I) 

llere y" (!t) ia Jog hydraullo ocndJctlvJty -asu:ed In a (.«:ked-off 
interval centered about polnt !t Jn U•--dlllensiOIIIl evaoe. N(a) 1a 
U• nunber of data peln (\'" (~ •.!a ), y" (!& )) lolla.ldt, far a glveu "1u11" .!• -uafy tl.a inaquaUUea 

Jl.!, I - I!IJ ~ 6 (.!) cttt 

l!a' .!I ~ l.!fl!1l coe•1 o, • '• /21 !!a• ~ • 0 (9) 

~A•ra 6(,!) ia a dfatllflOIII tnlerenoe ~ldlnJ 01 ! arol • Ja an oio,~l .. 
wlerance called "wJrd,.,,. 

Ideally, atattatlcal ertfBO\:rq"f eiiClUtd be dl!lt:ectabla U(Ol cxn
parJoora of &1Jft1Jle SOIIIfverJognna Jn different dlu"::Ua-.9, ltAoo~eVCr, 
to 110 dhect:ly OCWiflllr'oble, 01800 -lvadUJlUUI!I litiS\; l..o CDICUlohd 
using slmi.Jac dlalar.::e •d 111gla t:olacerw::ea. ft..r' -.IMall rea:•lullut 
of ll• dlrect:Ja\81 effect U• argla t:olerllflOIII MJSl bet a111111. u .tor
tunat:ely at: u..., Oracle elte U• data allow 001p.1t:I.Jg cnly a• 
relfabla ~JdlrecUcnal aiii~Jle ~~e~lllvartoguH wHh a l!r' wln.b4 alaq 
U• vertical. 'lhla fe clJe to tl• near vattfcal urlentaUa1 of Uo 
borehole~~ and tll!B fect U111t: tJ-..y are cluate,-ed Jn a relatJ\1\tty 11111111 
I'Or:lzontal area. Q.a way tn 0118l"OCJne Ut..111 dlffJUJlly In ful:tua fltthl 
studios !a to (18rf0ntl ['llldfar t-t..a Jn • auffJcloal:ly Jarye IUtb&c of 
bor'ei'Oles IIIIVI.J<g varying od..-lletlorw 110 881 to ool:afn toiiOUyh data 
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('<,Irs to plot &MI(lle sonlvertognms in several dlrectlcn9. 1\t Oracle 
U18 dlfflc:ul ty was (lllrtJelly ovcroone Ulrotgh a joint analysts of 
single-hole ard cross-tole paclmr toots In a IMII'lGr d!!scribcd later 
In th!l text . 

Figura 1 BlOIS the vertical llmt'le emdvarlogrem obtalnod by De(ner 
( 1985) frcm 1201 (lllhtl of tre891Jrro log hydraulic ccnluctlvl lies In ' 
alngle-t'Ole packer tests at Oracle t<Atlch have rot Ullllergcno 11 
oorroctlon for lenkoge pest UlB rocJcers. Cloeed circles dc!role 
points calculated frc:m 50 or nure data pah:s end ct-t circles denote 
(Y>Ints calculated frc:m fco.Mr pelre. J.s U18 centers of U18 test 
Intervale ars Bt'paul:ed by vertical distances r'Ot exceeding 66 m, a 
rule of UIUTb oc:mronly uned In geoot:atlstics dlct11tes Ulllt polnla 
oorrespcnrllng to JllgS exceedJr-g holf of Utls dlstence (i.e., 33m) ba 
regarded with csut!ot. It Js enoouragll-g Ulllt despite thJs potential · 
ent>Jgul ty U\0 8Efllivar1ogrem a(ll8ars to reach 111 ·IIQr& or less a tabla 
value (celled "sl 11") at these larger lngs. 'lhe sill oorrespcnls t:o 1 
the ample variance of U\0 data erd ils 111tteJrment suggests lhnt it ·· 
rMY 1~1 be pnlJOr to l-rnat U111oe data as beloglng to a weoldy 
stetl~ry stochastic process. ( I 

1118 aolld curvo Jn Flgute 1 represents 11 regularized orllOrlcal 
sonlvarfognn nodol fitted to UlB a~Je semlvarfogrern by eye. 1\s •1 

U'\8 lefln'Ost exporfmr.ntel point was calculated frcm only eight data 1 

('!\Ire Mllle Jl:s rl81glror was based en 89 such pa.irs, 1t was ylvm 
relatively little weight In U'\8 fitting. 11o.rgh en ex(XU!nt:lal mdel 
WtiS also flltecJ tn U'\8 date, U'\8 oom!:porder'OG was rot es good M 
wtU1 U'\8 spherical~~ (DP{:rer, 1905: tlouMn ard Oopler, 1907) . '' 
BoUt flt:led nodote 81'01 a dleocntirully et tllB origin (called "I'VJ98~ 
effect") which rerrest'flhl purely rerwbn roise (to tll8 extent Ulllt 
this rofse is l!ptltlally oorrstated, .U18 oorrsletion can only be Cll • 
scale rmaller thlvl a Ul\1 t lag). tie ettrlrute the nugget effect to 
IIW'IISUrf.Jlll"Jlt errors end to varlatto\9 In U18 I'UIOOt of fracbrres, 
tJ>!!Ir orienl:allon ard character frcm Cl'\8 test interval lo ar'OU'II!r. 

., 1ho sot td curve fn Figure 1 represenbs 111 superpoei tlcn of U18 
rngulartzod eonJvatte>grem rmcJel end U18 nugget effect. 

1ho poremctera of U'W'l reguladzed expc:r.entlel erd 6Jil8r1cal 
tKml.verJogrem rmdels fitted lo U18 date; as well es U'OSe of U18 1 I 
IIIY1etlyfrg S('mlVIIr!ogt'MIS MtfCh oon:espcrd t:o U'IBSe fi'Odels , are ' I. 
llst:ed In Tobie 2. In each case, U'\8 sJ 11 of U18 UlrlArlyl~ BE!In!- 1 
vnrlogrflll oxceocJs t:JYJ regular bed sill t.hldt oonflr!!Q Ul8t by · ~ :1 
dernguleriztng the data we take a cx:nservatl~ ettlt:urle to t.helr 
analyst s ( i.e. , we ell ow U\011 to fJ uctuate more Ulan the trellS\IIemenU 
BI9)E!St). 1118 integral BCIIIes of U18 boo:> m:dels ere oarparable 
(varyirg frcm 13 m to 15 m) and exooed U'\8 JergU' of each lest ··4 

'I ' 

lntervnl by a factor of four. 1ho range of U111 B{i'll!dcal sent-· I I 
varlognm m:xlel, bcycrd loofllch the data sl~., a OCIIplete Jack of 
r<patfal sut:ooorrslatlol, is obout 35 m ond exooEXl9 U'\8 lerglh of eiiCht 
test lntervl'l by a factor of more Ulilll nJne. EhJnl•nt:ary ocnsfdera- · .I 
tlcns dictate Ulllt if en REV exists for U'\8 granJ te at U18 Oracle · 1. .~ , 
test site, its vartical diii'C!n!llon IIUSt exooed 35 m. 11\Jo leaves ro ' ' ' ' 
<h.rbt that the al ng I e-tol e pacJcer ·test data represent treasuretents en I 
a r..ale OCI\Sldorai.Jly SMJler Ullin en REV. Yet UlOSe data ere ; '•r 
amnable to e geostatistlcal analysis M1ld1 views U\011 es the · ··II 
reaJlzaticn of e st:ocha9Uc process defined over a oontinlUII. hi' d 
Mlllysht of Ul8 lenkoge corrected data leads to similar ooncluslatS rl 
(use Table 4 of tlouMn end Do(nllr, 1907). ·II h 
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3.2 ~iscn ~L~!~aulio O:n1JC:tlvlly E9U~~~~tlco wlUt 
Goolnrograp\Jo li!ID98S 

Jones et al. (1905) and tleUinan et al. (1905) Utlod an Jsotro(llc 
B(•l8rtcel aemivarlognn to U'\8 log hydraulic oorducllvfly dala fru11 
atrgle-I'Ole packer testa at oracle an.J used · it to eeUIMle hydcoullc 
oud.lclivittes between Ul8 lx>rel-oles at UtB sJte I.Jy krlgfRJ. 1ho 
Jot:ler ia a 980Qlatlel:lcal rroUoJ of Jnlerpolot:lri'J (an)/or aveCbCJ frtJ) 
ncasured dale based on U18 esaurption Ulllt: u- dale ate U• 
realizatlol of a alxx:hastic process dGfJned OYer a oatti,.JUn. 11'111 
slochast:io process has a apellal correlation atrucluru r~reae11lod by 
a a01nJvarlogran. In lldd1Uol to provld.J.ng eettmat:ee of log hydcauUc 
oorducUvJly over ealected volui"'IOI in U•rea-dlnenafoltll sp.x:oe, 
krJglng also yields Jnfor-Uol about U18 quality of U\898 esttmat..es. 
Such Jnfocmatlon includes 018 varian::. of U'\8 enor aasocialod wl U1 
each estimate and tll8 covariance structure of u- errors. llovtrq 
esllnlllted U\0 fllllltial dlatrJbutlut of hydrsullo oodx:Uvllles within 
a rock mass in tJlls rnonner. cno lias u ... opllol of lnvestfgaliny fluh.t 
flof 1nJ solute trerqnd: Un·a1gh it just Uke cno Might wf Ut 
fracture 1'18lwotks. 1hte end U\8 role of oov.llt:knlng such h11188tlga
Uo\S CCl actual ftl8asuroment:.a will be dleouo-J bduUy In UlO 
fol Jowll-g sect lot. 

nonJtez (1906) ooralStrel:ed Ulllt u.,., krJged estimates of lorJ 
hydruullc oo'dlcllvlly dlt:eJnod I.Jy Jeres et el. (1905) .. v.1 tl.JUIIOil ut 
al. (1905) correlate favorably wiUt ll veqlryafcal la10Jr8Jiry Jmoyo 
obtained for e vertical croea-sectfon et U'\8 Ocacle et lo by l.81o1rence 
Llvenrore tlatlonal l.ahoralory. 11\Ja geotoiOJUtJ'Io .IJnerje 1-e(>rt~Honts 
U'\8 att:.eruetlot of hJgh frequency elect:ror0Ji18llo WltV'e8 (5 -40 111z) 
beb • .een U18 four boreholee eloltJ U• croea-eoctlol. Alla1tJl8 lJy U.a 
eana Lawrence LJvemore taa11 to IIIII(J out irv.ltvt<llal fracl'\1~ at U'\8 
el le wl Ut u.,., aid of geoto11:)9rll(iry proved to be •uch lest~ IIUOCeSsful 
(nanlrez, ibid). 11tia Ulustrel:etl Ulllt geolologrll(i..y currently 
offere a resolullot ..ttlch te at beet OCJlptcable lo Ulllt oblelnal.>le 
for hydtlllJllc oorductlvltiee frtJ'II sirgle-I'Olll packer teste in 
oonjunctiot wiUt krigllg, yet ill too low lo lllllf' out indJvtcbsl 
fractures wiUt tl18 poeyfi.Jle exoeptiot of lecge IICtlle feeturetl. OUoer 
rrodern geo(lhyslcal loole auch ee bonJirole cedar (Olsucn et al., 1984) 
111-d seien.lc croes-trole tretJ'Oda (Pihl et at., 1905: lvansocn, 1986: 
QJst:ovsacn et al., 1906) llllve I.Jeen tested on sl11lllar rocka in Sweden 
b.rt were ebte to .. _ .. Cllly rt~latively la1ge dloootth'Uitlee. 

11• Urdlrg U~o~~t geoton:Jgrltfllic Jmogee oorcespc:nJ lD kdged 
eatJmates of hydraulic ocrdlcttvitles ~ Cll ah-gle-lvle (llld<er 
tests Is furU'II!r evldenoe Ulllt U\1188 tests, errl U18lr geoslattst:lcal 
inteq'Olatlon In speoe, can prov1d8 treatllgful (lryslcally based 
info~matlon ai.Jout U• lflldcaulio prq;ertles of fracluced rocks. 

3 . 3 C:Uv.litlu\81 Slnulot:lo• of l.og~oulfo C\:lwt.rc_:!:_!vltt~ 

Q:rdl tlonal M:rtte Carlo ahrulatlol goee e at:ep I.JoyoYJ krlglrq by 
generel:irg stat:fstfcal horologs of U18 log hydraullo oord.lctlvfly 
Ueld In e fcacl'Urod rt:dc 111888, t.e . • by creatlrWJ on 0'18 OCJifJUlec log 
hydraulic OCIId.lctivlly dlstrilotlo\8 tJ\81:, UlOUC)t r .. rl:J11 erw.l dif
ferent frcm each oU'I8r, lltlve an equal llkeliJIOOd of oourrrtlf\C8. 'lt.o 
eti!Ulation pcocese Ia called •oo¥1J Uonat• becau90 U'\8 ger111raled loy 
hydraulic oc:rw.Juctivlly fleldll oorrespad to tnoUS~Jre.J valuoe aloq 
each txnei'Ole, i.e •• Utoy ue oc:rl.ilU.ored 01 u .. aveJlbble dah. 11• 
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IMU'Od Is llnlllog'lliB In principle lo thot of gcneretlrg frocture 
nehJOtk.s flO ns to preserve tJ.e locatlal, n••bor end orlentatlal of 
frectures e.<t mee.'l\ared in bonluJRS or ela..g rock exposures In Uo 
IIIIV'rter dl PC\Isood by t.ndorsscn et el. (190-t ) end llrY hr 89Cn end 
Ovorst-oq1 ( 1907). lblever, or:nt:rety to 111\Jc:h frect:ure nel-wotk.s, ~ 
ccndl tlcn~~t ellll.lletlcn epprooch generates hydceullo cadJcUvJ Ues 
directly wlUlC'lat the~ to infer tJ'IOII f1011 frech.are date hy mG8n'l 

of II!'J!nii'IC'd reletlCR!It.lpa euch es u .. cubic lew. 'ltnagh rut used by 
us for U1ls p11"1J0f"' to date, ft flhu.ttd In U.e future t>e useful for 
U~e inllesttgatlon of different but equally likely pallen\9 of fluid 
flo.~ or avenues of aolute trensp::>rt in a fr:ectured rock mess. 

O:nJltfonal el111.1l11tla1 11!1 rerfonned by eddlng a (1091 tlve or 
ncgntive rerd:n veluo to ead1 log hydr:aullc oad.x:Uvlly estimated by 
krtglrg. 1111J partlculer msthod we ewUed to tJ~e Oracle data Ja 
ooecrltm lly Jr.nes et at. (1905) erd Ullftllles are given U1ere M well 
es In lfounon et al. (1905). 1hooo exllftllles alu. that whtle 110et · 
cadltfa111tly slauteled log hydrouJtc cxrdx:Uvity dlst:rlbutla\9 
ret·efn tl18 trr.Jorlylrg feet.urcs of tJIIJ dletrlb.Jtfon ostlmatcd by 
kriging, tJ-.oy ore gonerally loss PmOUl. Since tJ-.oy are all et)Ually 
llkoty, we canrut toll ,,hfdl ie clooeet to U111 truth. 11~erefore, to 
deecrfbe fluid flo.~ erd aolute t:rllrlS(10[1: t:hrQJgh the rock, one opUm 
Is In arVllpe U10S8 rhcrr.111Cfla for: mony cx:rd.ltlmol dlst.ri~rtlcns sd ' 
8\.lt""'r h:e U18 re!'Jillls stoUaUcally. 

4. flUICiunp; a:tllfr.TlVITY NO Nti\I,YSIS OF StiiHtEV IMJMIJLIC 
O'HU::rtutTJF.:<; l1Ut UlES-IIJLil 1'110'1'1\ 1ESTS 

1\ qo"'sl:ttTI U10t OCIIIE'S to 111lrd t.f!O!YI l!l(ll.'llkJrg of elrgte-lole hydreulw 
<Yrdrctlvlty t~ste 11!1 t.flOIJIOr such lMts can provloo Information 1 

eh:~~at the ~roe of hydroullc oc:.n18CI:Ia1 hel'wcen dlfferent froctucea · 
In U18 rock. Jn a.tc view, the tlcgrM to t.flld1 rock volunes oor
re,oo;pcmlrYJ to U18 8tJ(l(lOr:t of tl18 Jog taydraullc ocrdJctfvity field 
(oorlvcd frC'fll alrgle-tote test data In tJIB lllllfYII!r dc9cr:Jbed eerllec) 
ar:e hydr:auttcelly lnterocrnoctcd can be evaluat:OO thaor:etlcelly by ' 
c-c:rdiUonal elauletlon. lin ex~~~~t,le of euch an lllll!llyt~la Ia given In ·,· 
tJ~e N1.D. dl89er:tatfcn of SJllla111n (1906) tofu used oadltlc.nal · · 
el"'tlatJon of tog hydraulic cxrdx:tlvltles to lllll!llyze the Mtur:e of ·• 
hi gh-pcr11'08bl U ty paths cx:n ~eetlr..g b.o eldes of e rock havli'YJ · ·· 
properties etetlstfcally el111il11r to those of UIIJ Orecle grllfllt:.e. · ~ 1 

To study U18 hydreullc carcctlon between freclures directly in U• 
field, 018 aust a-eve tJ'IO IMrY\8r in t.fdd1 pressure pulses and/or 
aotutes or: hent propogale ecroas U18 rode f1011 alB borehole to · : 1 
eruU10r. 11~J!Jh all U1ree typos of observaUcn1 have been poe fanned I 
at Orecle, tnly hydraulic c:roos-lole t.est:.e will be dlecussec.l here. ·I 
S\Jdl teste were cadJCted at U18 Orecle alta by injectfi'Yj waler Into! 
a pockl'd-off interval Jn alB borelole er'd nodtorlrg tiiiJ pressure 
re!lp'JlSe In flnJlher padccd·~ff interval within II nelghlurfng bore- , I' 

tole. fbr:a U\Bn 20 point of Injection and nolltorlrg lntetvala were 
tested to date between three boreholes t.falm form a triargte m VIe · ' 
1110p. Frcnl each pair, a hydraulic ocrdJctlvity value wes calculated ·; 
8CX'XW'dh9 to 11 8\IJUY.>d cbvolopod by llsleoh et al. ( 1905) on Ultl besie i 1 

of UIOOI'y derived by llsleh s'd lleuMn (1905). 1cootdirg to U18 · <f 
lho::ny, Ulls hydraulfc cadJc1:1vity Is a dhectfcnal value represent-' 
Jng a Uno carccUrg tJIIJ centers of the JnjectJon and IIOlll.orlrg •1.1 
Jntervets. 1\s roltl of U'I088 Unes were la~J«!r U\Orl 15 "'• U18 rodt' c•l 
volums repreMnt:ed by ead1 dlrectlo1111 hydraulic cxrdx:Uvlty has a " 
lergU1 ec:ale CO\Sldorebly 81'01:\:er U111n U18 rllfiJ8 of U18 vertical 

5"6 

( 

sol\lvaclogrlllll Jn Figure 1. SJnoa an llf..V "191: l111ve a vertical lugU1 
Utat exceeds U1l11 rBroge, wo caJCiude U111t U\8 cross-lote lrytlcaul lc 
oodJctlvlly data · represent rock voh.mee l111vh9 tcrgU1 acalos 
elynl fJcont:Jy Elh>rter U11111 U18 vertical oxt:ent; of Utl IU:.V If such 
exists In U18 Ocecle gnnJ.te, AltJ~rgh we hove rut )"'t dlecus!Md 
oltol{>te to evaluate -..tveriogr•ll rlli'IJ'M Jn dhecUcna pocallel 1..&> 
U18 el.ove test Jfnl!ll!l, It novertJ10tess ll(llOI\r:s U111l: IIOUI: (did 1•cd.JolJiy 
all) Ultl hydreullo cadJcUvJUea fra• lMC Crr.dtl-hote lesbl ate 
represent:aUve of aub-nE.V ecalae, 

In three of Ultl eroes-lole teste ru preesu.re ~was regla
teted after Jnjer:Ua1 Jn excess of two how·a. 1hfu BU<J9e9ltl Uoal:, 
loc11lly, ll18 lnjectia1 ar'd 11olllorfrg teat fnt:ervata ace rut directly 
cx:n'leeled lJy freclwea capable of trenll!ttH:UiliJ e pc_.r• nlgnal 
bolween Ultllll el; U~e aano apoacl ,ee bel~ oU~er euch lnlervaJ s. 
11aJS, croes-lole pressure leote can be used to dniJnoate Uou _,.'18C 
ln t.fdch hyth·auuc slgnale t:ravel uta·q MlttOted paU10 UIC\U)a a 
freclured rock, 

WIU1 111Xlorn equlpnenl:, rumroue · euc:h efgnata ooutd be eent acroes a 
given rock volunG Jn all dh-ectlae fi'OII lnjeclla1 Jnte.cvala located 
at d1Herent aolnt:.. In Ulll rode. Dy IIU\J.toriJ..g u .. auhml of Ultli'MI 
proaaure elgnala afnul t:aneoualy at llllllll( pointe, a• ato.rld be eiJle to 
derive f1011 U18 data a relatively delalled picture of U18 -•'leC' in 
t.f1ldl U18 ltyl)raullo IJI:t1l8rtJea of U18 rock vory hUtl pllnt lo rotnt: 
Jn Utroa-dla.cnslone. A IIIIJU'Od of ar111ly~tl .J lltal: fllould rurv..:. ,,.,.u 1••• 
lhJa prrpose ia U~a pttrlllll8t.sr 861U11111Uo.t t...dwllt)'JU davb : · ....... t L{ 
Currare ard t~1 (1906 e, b, c; - t-l.uolllf\ 111;,1 Caners, 11JU5, tot·.:. 
(]IIIISI Uar:ea-dln~CnSJcnal ll(lJllcetfon). 11111 -Uil'lll would .,..,.Jnt to e 
hydrau 1 I o verel a1 of gool:.umgc11(111 c I 111119lng. 'lie JJnr.ge cu.t t tJ lJol 
enhanced by oadlUalltliJ 1t en u .. alrgte-tole padter U.Ot r-..lla. 
It \.Utld Bll('{)lmolt ahttltar 1-:JO& <btelnod by krJgl.t..g U.t eh.gle
hole test dala ard by ..,,.,. of eleclra-JriOtlc oc aetado geo
taoogr:erhy. Dll9ed on tt. experience of Rmdrez ( 1906), ol8 •AJUtd 
expect U~e f..mages <btalned ~ ald1 dlveree t:.ednl~ lo oocreJ11le 
well wlU1 each oU10r ard t:u provide detelllld CMd ro~llulJle .lu.for.n111lh~• 
about Ultl hydr:aulio propertfM of U18 rock. 

Croea-tule date c:urTenlly available frotl tJ~a OnaaJO$ aoh:ol au• ,...,t 
runerous erough to yield a geotorograrhlc boogtJ of hytheulJc paq»r
Ues .In Uw above lllllf"n!lr. 1118l( ate, IIOWIIIVW', aafflclent to ~thAI 
U10t, 01 11 acale luger U11111 111'1'/ brl.lvfdllll croes-lote t.eat, Uoe 
Oracle yrardte can be dtaracterlzed by an •effective hydl."eullc 
oarlJCUvity tensor• of tJ~e kJrd tredl Ucnally 11880Cfalw with 
clllSSical porous media (llaleh et el., 1985; llel-1 et el., 1985) 
~ flttlrg U.eoretJcal hydroul.lc oordrctlvJty el JJpeol<h to U~~t 
erose-hole test resulla by cxdlnaty arid weighted Jeest a)l.llll'es, llsleh 
et el. ware able tD cbl:elllllfiiJ U~e pc.ln:lpal hydr:MUJic a:nlrctlvlUM 
of U1la tensor ar'd tJIIJir dlrectla'l!l. 1110lf at~ that tt~a U1roe 
ortluga111l principal directlalS of ll• effecll"" hytln1uHc CUJvt..x:
tlvity tenuor are r~eJ U'IIIC hocha1teJ rur vertical bat ar:e 0011bol Jed 
by the~ orlentaUa• of the -Jor fracture 110la lwuUfled at Uoe 
etta by Jcnas at at. (1985). 1118 largeet ar'd Jnler111edlate prlrci&Mil 
hydraulic oarlrcUvl Uae ere odentcd In dlrectJone U111t ens l!lllb
parallel tD Hne!ll ala..g t.hldl U18 UICM Njoc fr~~ehlre Beta Jnler
aect. 1\s we l111ve rnentlaiBd earlier U1l11 l!ll.lgJ88ls, Uoagh tbes not 
prove, U111t U~e hydr:eullc CCI'ldlctlvily of UIIJ Ococle gaar1ll• ls 
caltrollcd 11ore by fraclw:• inlereecUone Uwrn ~ fcoclure pllltleS. 

1118 volums of rode tD t.f1ld• U18 calculat:u.l etfr.ctJve hydcauJ tc 
cx:ad.Jotlvlly let·IEIO[' can ba aYCC.Ib&d llj()Oilll U18 tJJAe txxelolea lAilweEon 
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~lch U-e cross-t-ole teats were cx:n:b::ted erd exterds elcrq U10 .rpu, 
Jntflrval Cl0119rnd by \tloDe lesls. 11'18 average dJstarce en U>e lllllp 
belwem any pair lllaYJ tho three toreholes is eoout JO m, end tho 
croos lnJe dllb CO\It'lr a tt,,u, Jnlorvel of 8fl'f()l(JJMtety 25 m. 11lla · 
mpth Jni.MVIIl Js siT1l't:.er 0180 U>e rOI"Y)) of U>e vetUcal eonl
vnrlogriWII \19 have durlvod fTO'ft U>e f!h~le-hole lest d.1ta mwl fa thi!J 
Jr.gs lhon Ulo oxpcctad lerqiJ1 of an nEV at U>e sHe. It fa lhnefora 
cx:rtoe1Vl1hle U\l'lt U>e OCII'{IIJted ef'focUve hydroul fc c:xrdx::Uvi ty le~s:>r 
rM'f ci\l'll'l(JO DC1tu..4VJt M 1Kl11Ucnnl cross-tole test dole becnno 
ev~tllnhle fi'O'II oUJOE" parts of tl>e Or~~<::le le!'lt alt:e Jn U..o future. Jf 
a voluro will be re~:hoo beyond tA\J.ch expanding U..o cross-t-ole tests 
will cause atly mlrnr dw~ in U>e nature of tl1ls t:ennor, thls 
vol1.11o will OCI\Btitute •"d nEV for U>e site • 

5 . UtiJFIFD mNOOlK Fm 111E Nll\l,YSIS OF IMlMlJI.IC MTI\ 
ClJTI\ltlfD a' 01 Fl1'llalJ' SCM.ES · • 1 • : 

' ' 
11>e stngle-lole pndfor tosts oordJCted et Orenle SfYlllle rock vol\~MS 
lAtlch are mr.h annller thon t:I'OSfJ ~·t:M by hdlviruel croe!ll- il' 
lnle le.qlo; vall.- Bm1'loo hy JnJlvidoJal CTOS!J-hole tests at:e · ' ·· 
aMlJer U\01'1 Uvt volUII& tn tAtlch llsid1 et al. (1985) have ascribed Ill\ 

effoctivo 1¥~reullc ocrdJctJvlty lo_,r in the marne~: just cle9crtbad; 
em U1la 111ttor vohmo ltf"tlllllrl!l to bo analln~: U18n on REV. Yet, as ~ 
shall -below, U>e alrglo-t-cJe log hydreu1Jc c:uvlx::tlvittes llt:e · 
cu\91stent wl th u., tensor dorivod fi'O'II the cross-lola tests lAM!O U• 
tw:> sets of infonMtla1 ere en11lyzod in tl..o frl!mCI·.oork of 11 unified ' I 

atxx:hestlc U'ICJO[)'. 111111 ia 80 do!opl te U..o f~~<::t U111t, .tn its pt:"esent • 
vcrel01, U>e tJ1e0ry is eeld to bo Umllod \n vedanes nuc:h Sl\llller . · 
tl18n U'IOSo listed Jn Table 1 for Ul8 or~~<::le date. · ~ 

SlJUI) we treat tho single-hole tlata os befrq representative of , " 
scaler quantltlt-.s, current etxx:hlmtlc theory (c.f., Gelhsr enJ ··• ' 
1\xness, 1983) Jnt>lles t110t if u., Or~~<::le granite Js hydrsullcally . I 
anli!!Otroplc 01 a relatively lfti'9G scale 118 U>e cross-t-ole data :· .• 
lrdlcele, U18 alngle-tnle log hydraulic cxrdJCtlvl ttos nust have Ill\ ., 

anlaol:ropic oovarJanoa atructure. Wo II'Gltlated earUer U18t u.., · · I·• 
evalleble slrgle-lnle log hydraulic cxrdJCtivity &ta ere suitable 
01ly for the dolermlnatl01 of a vertical SEIIIlverJogrsm as that sl010 1 

Jn Figure 1. 11'11)t:afC1l'e, tllf'Se dote are fl'\9\JfUcJent lo provide ' ! I 
Jnf0f1118UC11 about U>e orleutaUons and IMgl'llbxlos of tl>e pdnclpal '' 
inlegrel scales erd/or rangt!B of somlvadogrenu tAllch are reqt.rlred In 
~fine etat:letlcal lllli80t:rqly In Utree-dlmenslonal 8J)808. To 
-tlrMte tht mi!O!!Jrg JnfOtli\IIUCil, Ooft'18r (1905) ard tleuMn end De(:rer 
(1907) comlrm lA18t Ja known eltOUt U• vorUcal DCinlverJogrPII of the 
urdru J yfrg ecalu log hydraullc con:b::U vi ty process with u.., • 
evelleble eetf~n~~te of U18 effeottva hydr~Ho oc:rd.Jotlvlty terv101: of, 
the larger rock 11\8911 obtained fru11 croes-1-ole teata. M a flmt ' " 
111~. UIOSO l"'I sets of infounet101 were retal:ed Uu:ough en · · :t) 

s(lli:OXfm&le UlEIOretfcal relattcnshJp II'OdJ.Ued after Gell\01:" end ·. tl·· 1 1 
Axnesa. 11\ls relaticrehJp reads ' I ,., 

2 t • 0 • • f • .. , 

! • e11P (E(Y) + o1 /2 - !) , (10).' 
I • : 'J 

tA10re K la tho effective hyd['aullo OI:JrdJctlvity l:era!!Or, Y Is U>e .•· '' 
tub['Jyfrg nab•rsl JC'9 hydraulic oarl.JCtivHy fleltJ, E(Y) Js u.., ' " '1 
eJII'OCloUat of Y, o, ia Ul8 vadenoe of Y, erd . ... 

'·•('I 

6-18 

•12 •12 2 
fu • ~Y 

I AI } 1 
2 

f1 
'I' 
~ eln + df dll ( 11) 

! r! 
llere A fa a dloga'lftl matrix, U>e ncnzero lerm!J of \oA•ld1 ate u.., 
vrtncJ(ial inlogral scales, A1 , and 

!.<+· 8) • 1in II dn f 
[

COl II 1ln ·1 
(12) 

COl • 

l'l"JII&liCil 10 ia an2awroxJmatla\ tAtlch rrey or may Jot: be val ltJ fo~: 
Jerge variances, o,, es UtOfJe easocleted wt u, U10 Or~~<::la dole ( soe 
Tobie 1 ). lblever, acoonJJrg lo Neltllllll erd De(nar ( 1987) an 
s(tpr()l(JtMte exp['esslat for U>e ecalar erJUlvaJent, IC'I., of u., eff~~<::
U ve hydreulJ c oc:nrliJCtl v .fly t.eneo1:, ~ ia obtaI ned fl 011 ( 10) lJy 
toldrg U>e geo•..ot:cJo n1080 of Ul8 prirw::Jpal effocUve val~ ln ylelt..l 

2 J<. • exp (E(Y) + o,/6). (13) 

'l'o ealJJMle J<. lJy Jnellll8 of ( 13) UttJV replftOOtJ I':(Y) lJy tl• Sntt,llu 
mellll, E(Y)•, of U• nalura1 Jog hydreu1Jc2<.a••b::Uvllles tru11 Uo 
alrgle-lole p.'ld<er t.osts (Table 1) erd o, lJy Ute 11111 of U>e 
underlying Sfl10dcal seudvariogrlltn, e;1 (1'ei.Jla 2). 1ho resullhii'J 
estJII\IItea of ~ are ooopan!d In Table 3 wl U1 Jnbperdent: eatJma'\.es, 
K• •, OOtpJted as tl>e gecmatrio mean values of tllll pcJncfpal hydraulic 
cx.rd.JC:U vi lies fi'O'II the crosa-lol e lesl:s. Dllaplte U >e f r~~<::tw e.J 
nal'Un!J of the rode (tl18 stochastic theory was dovelopOO wlU1 a.oroua 
JI'IOdla In mln1), Ul8 .,ucJpated btu of U>e alngle lola lest resutla 
t.owerd tnr J~r,c:ntal vel uea of hydreulJo cxrdJCtl vi ty, end U >e 111.1 ge 
ver!enoe of U10Jr natural l09ariU•, U18 estJmatea 11.1'8 quits almller. 
11tla ~~UggGSI:s that the atodlMUo eneJ ywla llllrY lJe U)( e rdA.l!lt U 111n 

H:a approximate dedvatla\ \oJOUid J•"'lY •d i11 able to pu:wioo a 
oc:naietent interpretat:fa\ of anal 1 ocala 111d large acale lest data 
frCIII til& Oracle alta wflhJn • unified funowork. 

Acoordlng \n ( JO), U10 pcincJpel dhectJUis of efloctJve hydraulic 
cav:b::Uvlty are U>e esne es tloee of U>e urlurlyiJ·q anlsoboplc 
oovedenoa elnJCture. 11'111 foner wore foud lJy llsleh tot at. ( 1985) 
to be naltl>er lodzontal nor verl.tcal, 80 U111t ll• vua Ucel IIIEuti
vadognn Jn Figure 1 lbee not reproeent a prhw::I(JIIl dlrectlon of 
atoUatJcal •deot;rq.y. lb18Y81'. Deper (1!105) 111d t~ an.J D.l(•'IOr 
(1907) ahr:"'~ Uvtt tl• avaflulJJe JrafonMt:la\ Ja 11\.Jfflclont to 

. eaUmate u.., prJncltMJl J..nt:ogrel ec:etea lAtldt cherectoth.o tlwt 
1111180t:ropfc oov~trionoe ebuclure of Ue ulll8rlyJJg IOJ lrydi11Ullc 
cadJctivJ ty process. 
: 'lb obtain esUJI\Iltea of lha ratios babii8Clll UtO vrfrclpaJ inlegnl 

'scales, a. i,lla•d l,•l/1., i LuhWJestllllillesof 
u. lnlegla\ scales, ', tbunan llld I.IUSater uta?) MiullnblA.I lhu IIUH 

·of squared dlfferenoee beb-MIIIl Vu 111d g• 11 Y101e 
I : 

g• ll • [E(Y)• - ln I( II) CI-t• + l/2 
' 

(14) 
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11WJ loltor fa oololnor.l (roll ( JO) II(Dl solvlrYJ for F1 \ o, OIYI 
rf'lllltCII"J all quantities by .maS\•r-ed values (dcslgt'lll oo hore \JY • )l 
1he tenm 9u oro ohtal"'1 by evaluating ( 11) for orbl trory lip 11 1 
values arrl dJvldhg ty o,. rrlor to (lerformhg U-e mlnlmh:ellm, 
Utey rw:n-nvtli:r.ed U-.e g 

11 
tenn!l 110 88 t:o !Mice tJWJlr su11 erpel to ud ty 

8!'1 U~e thaory reqtJhes. ~hg en U'l8 deta (wlU1 or wiUoat 
Jeokoge conectfcwl) erd scmtvarlogrem (SJiWJrfcal or expolCnllftl) 
u!'JOO, U~e estlmatcd st:attaUcel antsol:rcpy rBtlOI!I rerged fron 0.60 tn 
0. 73 for ~ erd 1.39 to l. 74 for e,. llere direction 1 
oorre~x:n.Js to U-.at of tJ~e tnterliOOfete principal hydreullc codac
tJvtly, dlrectien 2 to U-.at of tJ'I8 Sllllllest prJncfpaJ hydraulic 
oonducttvJty erd dlrectfen 3 to thot of tJ'I8 largest hyd[aullc 
co•lactlvtty. 11WJ two estflll8tes of ~~ arrl II\ were essentially 
ulOOrrelalcd, a feel: .A1ich ••101'l0811 their rel ablltly. 

To obtain eetJIII8tea of tJ'd &Jrlnclpal Jntogtol ece\es 1 1 , l 2 end 
1 J U• ab:MJ autlaora omt>Jn:d U-.e est11118t0!1 of II 1 and II 1 wl U1 
inforiMUon obl:oJned fro~~ U'l8 \19[ Uce\ eanivarlogr!WII In FJg11re l. 

f'rcnl (5) and tJ'I8 elllpeoldal r-.at:ur.e of thla emdvadogrem tt 
folJOW!' thot Uvl Integral ecale l (y), .tn U'l8 dlrectien of erry unlt 
vec:tcJr, u, .Ia related to U18 mt:r.tx of principal .Integral ecoles, l, 
U1rough- -

~ • !(!!T ~ !•2 ~T !!)Ill l(!_!) ( 15) 

.A"'re a Ja a dlBgJJllll IMtrlx U18 non:r.ero t:enna of .A1ld1 ere l, II 2 

"'d a,- ond a Ia a trensfmlll8t:.ten -tt .tx, 

!!•ht' ( 16) ·: 

relating tJ'I8 pr.tnclpel 0001:dtnates of enteotn:{IV, t', to U~e loiOYidtg 
ocordlnates, x. Taldng u to be a vertical U\it vector 111Y.! havlrg 
rrevlcualy tolrtllll8ted 11 ";" t:J~e eutlaore were able tn estlJMte 1 fro~~ 
(15). For the C&MI of 'I ~•deal eemlvarfognn tJ-ey fa~r-.:1 l~ to 
vary bob_, 9.5 111 and 12 111, 1 1 ba~ 5.7 111 and 8.4 m erd ll 
bo!twoen 15 111 llrd 19 111. 11'11t oorreepodlrg rergee of U~e BI:J~erlca r 
-lvedogTml wt't-e fatrd to vary 88 follows: La fet:J11 25 111 tn :.u 111, , , 

1'1 rrm1 15 m lo ?.2 m ,.d r., frot~ 40 111 t:o 49 111. , 
'hJ c'•tr.ln nn J : t:'l ~-l"'!'wh•l: dll!dc en those estl1118tes, cne W':)ll)d lv!ve 1 

: ' o:.:Ul a<llith~"llli b_ort!laoh:·J at U18 Oraole elte oo a~ tn allo.f 
(")r tonnhg a eufllcltont I'VImr of elrgle-hole pad<er tosl-lr for U18 , 1 
ootermlrv~tlol of san.tvartognnn in dlrectlcns otJI8C Uw1 tl~e . ,, 
""rtlcal. In t:l18 abserce of eud1 en lrdc(ler-dent dledc, ell we can ·,; 
aay Ia U-.at It f!RleOre poRBlble to infor U~e elol:latlcal anlaotrovf · , 
of the u..OOrlytng lC9 hydrnullc oodact:l'!lly process fro~~ a alrgle . ,;. 
dlrectlo\81 -uvar.togrem .A1e11 fnformotlen lltoJt tJl8 hydraulic ··: 1 
.enlootrrv~ of U'l8 rock Ia evelleble fro~~ testa oc:n.luctod en a , 
euffJch•.ntly Ia~ ecole. N10t IIVIkes such Ill\ enolyala (lOBSlble Ja 11 

al;ocha..qt:fc theory that provides a ~,ntUed freniOWOlk for U~e treat.Jrent 
of dale oollectod cw1 different Beltles. tbl8 of u- dots need tn be 
en scales o::J~plr&ble to en ru:.v, but a sufficient ru1ber of te9t:8 IIU9t 
ba perforned to D('OO a rock vol..- U-e largest dlmcnsla• of ~lld1 ill 1 

not less thlatl tJ• 1118UJIUII d.tat•-ce OYer .A~d' U• urrlerly.lrg process , 
Js correlateo.l. 11WJ aboYe enolyale IIU!:J988tB t:l-.at, at tJ'I8 Oracle test 
sl te, U1la d.tatllnt."& .ta of U• cxdor of ~ 111. . , . 
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6 . CNOJIA'I'IW OF FIEl.D·SO\I.E lliSI'El!SlV11Y 

•IB ne1lhnod eorlfer ll10t t:o ahrly solute l:rDIII!I(lOtl llonuj' fcaclutud 
rocks such as Uose feud at t:J• Orecle site, c.no could gcuerata 
equa1Jy lJkaly BpRtlal dlalcJbJUa'l8 of laydceullc cudx:tlvlly Lv 
curllltonal aJnulotla1 ard Ull!!ll\ eolve llltJrqJrhte fluid flo.~ ant 
so hate lrllflS(lOt t equnt:Ja~e tn U18 alnul a led tbtiOJna. In 1-'Ct form.frYJ 
auch ocndltio\81 alnulaltons, 0'18 slolld 1101:0.•1t for U~& anl&atrq>lc 
nal-uce of U~e covarJanoe sbuch.1re of U~e ullle.rlylng log hydraulic 
codJCtlvHy field. hi ellealllt:.tve IIIJPI"Oedl •A•ld1 tLos rvt lltOIIIdG 
detailed lnfol"ftBUen about 11'18 -r.ec in .Alid1 110lule CU\Oerltretlal 
might vary fro11 point to polut a1 • lCICIIl acale, yet e111bloa aoe to 
estimate U~e COlOentralfcns wi Ual.n a eo lute ptuua aflor lJtoj laller 
hus spread over a auffictently letge ux:::lc vollllto), ta to .__ a 
t:r11n9p0rt equall.a1 based 01 fleld·acale dlapecalvl ties. If Fidclooa 
field-scale dlaperatvlUea are used, Ute plutte 11unt l10ve dl•••n&I.UIOII 
U10l are large CO't:IIUOO tn the NXl- dJalonoe over .Alid1 U-.a 
ulderlylrg log hydraulic ocnl.JcUv.tUea ere oort~laled. 111 tl.:• 
Oracle exant'le, tho plull8 -t measure cx:nal.tlo!cebly 1101-e l.u.~·a ~ ' ·'· 

A t.hree-dlauet'lelonal alodliiBUo U18orY U111t a·elal.ea Uehl-scale 
F.tdc.tan dlaperalvltles tn the 11[18tlel covar.t~WU~ alnacluru of lo, 
hydreullc oodacUvitJea In 111liaot:roplc porous llledta 1'1118 booa 
recently davelor-J by ~ et el. (1987b). 'U.etr U1e0ry vla111 U~e 
arodlut1 88 being laydraullcally Jaotrq>to <.n a local ecale b.lt aadso
ln:~plc en a lluyer scale d.Je to d.t~eclla\111 variations Jn UIG 
dlat•\08 OYer .A1ld1 U18 lCICIIl v.l~ ue 001:-.:el.;. t .::ld. .,. &a\1 t>W"lJoc 
Uwt 11 eiJII.I.la.:· view yl.eldo <.aiOial:olt to.~J le ,,; ...at llf.f•lltod tn 
fraclurod granftea ueor Oracle. 1110rvfme tl• Uli!Ory of lbllftllfl at 
el. IIIOJld, !J, principle, be 8(1Jl.tcal.ale to auch fntelun.d rodaJ just 
like U'l8 atnchosll.o U-eory of Celllllr •d Aau'18811 (1983) we quottod 
earl.tar Jn ooru~tlen wlU1 ~tio1 10. W. aey • .tn prlnc:lpJe• 
bee~ boU1 thoortea haw bean dar.tved u'dar U18 11Jnp1Jfyhq 
asautptlo' U10t the ver.t•1011 of tJ'I8 uderlyhq log l'l(draulfc oalll.ac
t:.tv.tly ptooeaa Ja r.Jat.tvoly 8111111. , .. exbtnt lo ,.hl.dl u
UliiOries lllllllY M18R tl'18 vari11110e Ia M ler:ve ea U111t fOUJd at; Oracle 
Ia not clear at Ul8 pteeent t~. lbllwer, u .. fat:t U-.at we wwe 
able to III'ClW a eotS.talency bel,oen tJ-.e alngle-IJOle •d croaa-IVllb 
test J:'88Ul t:a at Orecle wn1 -lyu.d by -'18 of fon•ul- t\.u:J-.J 
\rdoJr a almtlar aln{lllfy.lt9 BaiiUitJtlat 1a llll pt:onlalu-' algn. tlttut•on 
111x.J [)op•r (1987) oorlBldond tJ,I• tn be aufflclenlly eoiCXJUlogliiCJ to 
proceed wiU1 a calcuJeUal of field-ecole dJapecvlvllJOCI for U18 11llo1 

based en t:l10 tJ.aory of NBt.tlllll\ ~t 111. ftr dalalla, 0'18 re.br Ja 
refened tn U10Jr pape.c. 

7. <DO.USICI'S 

1118 follo.dng major co~eluslcna con t~e de-• fn• UaJa (XJJJOl"l 

1. l .abon~lnry 111d field rni;~,t:a of ltydcoullc oordacllvl ty (or 
perneebJJlt:y) in freclured rocks represont volutua U10l ere oflEon 
!Jtlersected by enly 8 few frecluros. 1horefate, u- 11108SUntrcnts 
tend to ba err·ot:tc end aenelttve to t:J~e vol..- of 1ock llanttled lJy Uoe 
test. For UaJa erratic bei18YIOI:" and -~a.ttlv.tty to ba IKXJ(J(llably 
anon, U'l8 teet: would have to be oord.actcd on • relatively Jatga 
acale et .AI.id1 U~e Batflle ooneep::wds to e n~t:attve Elcncnta.ry 
Yoltlllte or REV. II.Jwewr, there Ja genu·ally no g.111rante& tl~c~t 1111 RIN 
can be cbfined foe a given J:ock -.. M-.an en ru:.v can ba wfltiul.l, Jt 
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h ortco flO 11111)9 es lo nn1or U~e mee911roncnt of Hs hydraulic · 
cnrl.~etivlly J"tlrectlcol. f\1rU11mmre, infonnatlcn IMY oo roqutred 
about U10 Jnner structure of u..., 11EV. 1horefore, 1110Uol<J ere 
requlrod that can analyze U10 results of tests ocrducted en sub-ltf..V 
ecolos. 

2. To sbldy questlcns related to tJe edstenoe em pr-Operties of •; 
11EV' a ar'd/or to eliminate tJl8 nood for thoir U!Je, I!I(JII8 J.nvestJg"tura .. , 1 

have rellod en discrete nr.xJeJa of frech•re networks. 111ese lrodela · · • 
recJidre detelled ootexmlnlstlc ard/or steUstlcal tnfonlllltlen about ~ ·r 
Ule geonotry of fractures srd the spatial dtstrlruticn of their 
epcrturns t-4\.lch is difficult to obtain. ln additlen, U1ero Is 
gtc.,.4lrg laboretory and field evtdl:!nce U'l8t the lllfVTl8t" Jn ~1hid1 such 
nnJeJs lrar19late data obo.•t frach•re geanelry Jnto hytlraulic 111rl 
bensport (ltq)erltM of U~~t rock moy not be velld in mony cnses. : 

3. 'Jhls peper doscriboa llll elternetlve to both U~e clBSslcol ,, 
cx.ntlntft111 ocncept basad en an ftEV and the discrete frecture networlt: 11 
anlroec:h. 1118 prcp:xsed alternetlve pleoes Jess ~Ia 01 frecture •1 
gooretrto dot·s than en Ule reSIIl ts of hydraulic tests oc:rducted en u 
sceles at lo4lldl testilg is prnctlcal wiU1 avalleble technlogy. Soch.J 
tests l..muelly snrrple rodt volunes 91181lor than en nEV ertd nust: ! • 
Uletofore be enalyzoo stetlatlcally. llcweller, tJI8l{ are genoreiJy • 11 
easier to ocrduct tJ\1111'\ n10asudrg all Ul8 gocmelTic ponw11eters Ullllt ·• ·'' 
are n!qllired for tJlC CU\St:ructlc" of rnlinble dlscrt!te fracture · ·1 

l'lOl'-'Otk ~ls. 111Cro is evicl('noe U'l8t hytlraulic test dote collected~ 
en &p[lt'qldllte sub-11F.V ecatM oorrelet:e WO)lJ wiUl lCXJs ol>lolnod by 
selected boretnle goorl1'f91cal devices arrl wl U1 8\brurfoce geo
trnographJc I~ yet Uleh: oorrelatlen with gocmotrJc paremoten 'I 
such 89 frecbtre density are ienuous et best. 11'18 papar datonstrelest 
tJVIt 8\ICh hydcaulio tMt deta are emeneblo to quantitat:tve 81"18lysta 111 
by treetJrg U-.ern u tho rMUzetten of 11 atod'l8stic process defined •u · 
over a cx:utlru.n. 11e nature of this eb:x:hasttc process en ecales ··'I 

enaller am/or lllr:ger U'l8n U\8 8C8le of II009\.ICEI1lCnt can be etudled by 1 
1110arl8 of doccnvolutlo1 srd/or l!lplltial averaging techniques. In Uua ·t 
wey, dote obtelnad m dlffonnt IJCalu can be llllllllyzed jointly wtUlinf ; 
a unified OCTIClt'ptual fr-lOtk eo u to reinforce eech other. : .... t1 

4. l.og hydraulic ocrdiCtlvttiu obtained frcm ft'Ore UuJn 100 ' · • ~~ 
elrgte-1'018 packer tests in frecbtted grlllliles near Ot'ecle, Arhcne1 f.a 
represent cyllrdrical rock volunes 3.8 111 in height that have a .. ·!1<,f 
rcletively bMll radius ard intersect an averoge of ahout teo ·• " 
frect:ures each. 1.s virh•elly ell the measured log hydreulJ.c otrd.lc-:.e 
Uvtttes ere above the oot:.cctlen 11ndt of Ule equJrment used, it • ""'1 
seems loglcol to cxn::lucJe tJ'l8t tJI!e voJuns end rUther of tnt:ersectl..ng 1 
frectures ere aufftcleot:Jy ler:ge to allow treattrg Ule II'Cesurernents ·•• 
89 qw~nu tJes defIned over 11 ocnURJtn, erretlc os U>t>_se mee!IIJrernents 
ff11!tY be. In the view of U1la auUlor, thJa ooncJusien Js BU(llOrled by. 
tile results of etntilar t.est:s ocrdJCted in grer1ites at Sl:rtrllll, Sweden 
(Gale, 1906, persc::net comu'\.lcotien). 11'18 fd8e that len frt~ebares ·. 
CU\SU tute ler:ge enough 11 snrrple to acbpt UlC OOllfl'IUlJ'II llfl'toadl hils 
boon ntlsed eerllor by noltl ancJ" Olemyashov ( 1965) CYI UlC bests of ~ 
etattstlcal OOlSideraUms and by folainJ. (19'11) en Ule basis of · H~ 
injecUa\ test data. · · •·lnl 

5. 11le log hydraulJ.o ocrd~etiviUes obtained frcm atrgle-1-ole • •url 
peeker tMls at Ot'ecle Cllll further be interpreted 89 tllld:Jnly '"t1 
(ll!rlml.Jcd spatial averages (over tJl& lerqU1 of each pedced-off t:est,.tti 
interval) of scalar log hydr·auUo cad.ICUvH:Iea representlng • .1•"' · 
ate UsUca 11 y anJ sotroplo seocrd-<Jrder s taU cnary a tochasttc prooe!l8o 

ttllle it is r9001J1\.lzed that chsJging tile orientatlen of a 
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Jnt.l!rvol at: any given lOCDtJen ilt tho rock mlgltl dllliYJ6 the value of 
U10 IIICaSIIrtd log hydcaulto oodlcUvHy, U1ls local c.llrecllolill 
effect con be treated alnpJy 89 a rerdn notea effectil":: U10 noowrure
mcnts t.Atlle viewing U10 latler as scalar tr•entJ.llea. 1110 effect of 
fracture orter1tel:fcu en Ul8 lll{du1ul1c ood.ICt:ivt ly of U~e rock 
manifests J tsell Uoro.~<;h llfl anfootropto CXNartanco al:lucb•ce Ol a 
larger scale. 1111a ertiU>hoplc ooverJ.anoe alriJClulo Jn turn CIIIIStiB 

UIG rock tn exhibit 1111 Mlsot:rqJy of hydcaullo oad~et:JvJ Ueo 01 a 
scola larger 0'1811 U\111: of an JrldlvJd•el pad<et· l~t:. •·hlle U1ls 
JnlerpreloUo1 of fractured rock hydraulJca ta Uf'OrUICld:.uc, It 
neverUteless to ocnststent wlU1 Ue Oracle deta as llte~Etd en h.o 
dl fferent sub-nEV f:ICeles by sllgle-I"Ole and croes-I"Ole 110Jdter le9ta. 

6. 1118 sirgle-I'Ole lest: c.lat:a available frcxn On1cle are l.nsuffi
cJeltl: lo defJne U~e oovartence or eemlverlogran of U~e log hydroullc 
cx:nJucttvJty process in llfJY dlreclto1 b.1t U~e velllcol. 1\lug UlJs 
dlrectJo1 a SI..IICrlcal BEJnlvarlogrsn uxbl fJ ls U.o daba 8Ule.Al8t 
better U'l811 an expcneutfel nodol. lb.tuver, lx>U1 ftltod 11a::xbls BilOW a 
dlsocntir-.Jity et Ule ortgi11 (calJetJ •••9JOt effect•) •A1..td1 repreuerola 
purely rerw:bn noise U'l8t Cftf'l be al:trilAJto:J tn 111889\uenel\t enors aa 
•1011 es to ve1'1etio19 Jn U~e 1uober of fractunll!l, U10lc orfcntalJcn 
lind d'l8recter frcn 0'18 test Interval to lln)UlCc. 1118 Jnlegtal ecalea 
of UlO b10 nodoJa are oor~able (varylrg f1u11 13 111 to 15 m) artd 
excccxl Ul8 length of each teat interval by e ft~etor of fo..~r. 'lha 
rorge of U~e spl~edcel BUilllvocJognn 11-odrd, boya'td •Atld1 U18 data 
BIWJW a OOt'(llclo ladr of spellel auloooneJatlcn, Js 11l.o.•l 35"' &•I 
exceeds tho JergU1 of eec.h lest tntervol Ly e facL.'lr of 11ore Uw1 
hJno. Eleonantary ocnsJderallole dJclat:e U~at J f ar1 1\EV edula fur 
UlO gntnlt:e at tho Oracle teet ella, ft:s vertical dhttenslul nual; 
exc:aod 35 111. 11\.la leaves no cb.lbt Uoat U~e alrgle·I'Oht padtec l&St: 
dote represent noasuratente O\ a acale OOl81dttcalJiy 81t11ll~c than an 
nEV. Yel: these data 11n1 atuer'18llle to a geoetattalJcol analysla \oAllc.J1 
viU~.IS Unn es lll8 rnaltzal:!o, of e abod-.aatJo (>lOOi.stUI wfJJ-....1 CN.u a 
oc:n tiluu. 

7. Croas- I'Ole packer i:est:s ot tloa ktf..J <.u·.O..cu..:. a..: <-c6Clo "I 
llateh et sl. (1905) con be ueed to sludy Uoe degrEoe t:.o 1Alld1 hac
huea are tnleroonnectod by dr..-1 h•ati.Jg U~e marne~· ill ...e\Jd1 l.ydA aullc 
algr'l8JB h"evel alug ealf:ICled pethl'!l Uorouyh 11 frachu-ed rock. 
l1rllvidual croes-I'Ole testa cx:nlJcted at Oracle "'tlrt,eanl: rode 
vol\lmes U~at ere snallw: UlOII an REV. l~r. with IIOI.Jr.3ln equlp
ll'l!nt, nunorcus hydreuUo algr'l81B could IJa eeut tiCU:l89 a hrge tock 
volute in all dlrectiolS fro11 tnject:to1 intervals locatod at dl f
ferent points Jn U18 rock. Dy 11'01\.lt:ocJ.•g tJ~e ardvel of U1ese 
pressure signals sfnultaneously Bt --.y poJnta, 018 sfCA1lt.l Lo able lo 
derive frcm the data a relatively deloiloo picU.ut of U~e IIIOrWler Jn 
...ellch Ue hydceultc IXtlflO[tfes of Ue rode vory frutt polltt: lo point 
In Uleee-dimensiona. A -tlr:d of llr'18lyeta U'l8t should eerve -11 fur 
Uua purpoee fa UlO peranetoc -tlllllltlal tedntque ooecriho.J Ly 
llounan ord Carrera (1905) er'd Carrera eu:t tlounon ( 1906a,lJ, c). 11 ol s 
WCIUld Bm.:Ult lo a hydcaullo verslcn of geot:o•ogrorl•to Jnlilglng • . 11o 
Image could oo ed~ by cx.clLIU:iotlny it 01 Uoa 1esulU. of alu:Jiu
hole packer test. 

8. Clt:188-I'Ole dol:a currently IIVllllabJe fto11 U~e Oracle at le are 
rol: nunercus er-oug~, lo ytelt.l a gooln!OJrealtlc tmt~Cp of hy•.koul to 
properUea J.n UlO eboYe ~. 1hey are, however, suffictaut tn 
ehow that, 01 a acale larger than IIIJY .iJwJJvJwel cn.ea-hoJ• le~~t, Ue 
Orecle grenJ.te can be d'l8tacterJ.zed by w1 •effecUve hydrauJJo 
CIC.I'Id.ICUvity talsac" of Ule kind tred1Uotally 88!10Cbtod wiU1 
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clnssfc11l porous IIIO'!Ia. · 11'18 prfrclrel dlrectlc:na of Utls tensor ar.e! 
8\ll1'8rallel to U10 lnter81'CtJcn~ Clf IMjor fr-acbtre sets identified at' 
u.., slte. 11'10 volume of rock tn M\lch U118 calculatod elfect:tve 
hydc:aulto c:x:nb:t:lvH:y t:onsor can be aecrlbed Is oot lerge ern.lljt tn ·· 
or.nttHute en ru::v. It: lo thorefore ocnoelveble U.ot Un IXIItlltlecl 
erfecUve hydc:nulJc ccnduct:ivl ty tenoor: -v dwge ec:na-.4.ot: as 
er'lrHtk.nnl cn:n .. -l..,le lost dale booo!8 ovoUable frrn~ oUIOC par .:s of 
U10 ()['aclft tt'st site In Ue fubJre. 

9. .1\s stal.oo eBrUer, u ... svaUable slrgle-I'Oie leo.oJt data are 
Jn.'l\.lfficlcnt lo deftnA UW) Uu-ee-dlmensJcnal enleoi:Toplc 0011edorv::e '1 

stntebne of U10 lrtg hydraulic oadJctlvlty field 11t U10 ()['acle sHe." 
11tfa ab:ttebare, ~r. CM\ be eatlm..1h!d by enaly7.lng U10 ainglo- ' ' 
I'Oie eud crces-I'Ole teat dnta jointly In u.,., framework of a unified 
atod.ostlc U>eory ~tlch CIJI\ relate date mee!lured en dl fferent scales. ' 
ny using Utla ert•roec:h, U'IO 11111d111n runge of U10 enloob:cplc Bfl10Cl- ., 
eel antdverJogr11111 was feud tn be shnr:oet 50 "'• JnpJylng U\St en I1EV '• 
for t~Yt rock IIIJ!Jt hove dlmenslcnt at least litis large. Jt Js · · 'I 
exceedlr'9lY dilflcul t tn dosfgn hydr-aulfc testa U\St would ITI!!I!Sitr-e ''' 
u.,., overfill hydraulic oadtetlvlty of such s lllrge vollma of lClll- ·· ·1 
pcrmel!lbJI J ty tock dlr.ct:ly. 11tls hydrauJtc o:rd.r.tlvl ty can, · · "'' . · 
tnwever, be eat111111ted frc111 e wffictent n.ntJe.r of tests oadx:ted en !I' · 
sub-REV ec:aJM. · : ., ... 

10. To abldy fluid flaw ard aolute b:angror-t Uu:ough fract:und ' : 
rocks U\St are emenable tn Ute ocnthu111 stochastic l!rf'tOIK:h, O'IO Cllf'l 1 

genenle fi'JII&lly likely apetlal dlstdhutlcnt of hydraulic oc:nb:- L• 
tlvlty by oadttlcnal stM•latlon ard then eolve ~~t~Jela fluid 
ftClll IWd solut:e hetli!I(1CX't equatlrns In u .. ai11111DlM rbnaJno. 
O::nlltlnVJl aJM•letJcns of Uda klrd were described by .Jc.nos et al. ,If 
(1905), tle\WNJn et Ill. (1985) erd SlllJman (1906). 11~ latter autJvr ., 
U9ed them to Jnii'PaUgate poasJble hlgh-petmeabUity reU• bel\oleell l'looO '' 
atbltrary pleree l:alrd.lng s rock etatlatlcalJy almlla.r to u,. ()['acle :I 
grenlte . In (lGrforllli"!J Sldl oarll tlcnal siMJlat:lcns, en~ shr.uld ''" 
IICO'JI•tt f~ u.,., ftflleol:rq)Jo n~~lvre of Ute covariance etxucb11e of the :~ 
ulCtcrlyfrg log hydraulic condtet:lvl t:y field. •• 

11. "" allent~~tlve llf1JI'Ofld• tn u,. analysis of solute tran!lpOrt Jn II 
fr-~~ebn:ed rocks 1oAllch OOe8 not provlda detallod tnrorllllltlcn about U1e I ' 
IIIOfYler in 1oAtlch aolute CD10efltratfol .. tght vary fi'OII point tn p;llnt ·•' 
on s locel ec:ala, yet ennblea 0118 tn eatllllllte U10 c:olOCnb:atlcns .. ,,( . 
wlUlln a eolut:o pluna after tl18 latter has ~ed over- a sufftcienl:Jy'1 

lar-ge rock vohma, is tn uee 111 ttllfl!lllOl"t equatiot based en field- · · •1 . 
II9CIIl~t dJB('8reivHlea. If Fldden fleld-ec:ale dlsperstvitles ar-e 't:• lttJ . . . 
11!'1100, U~ phma IIU'It: have dlnnteJcns Ut~~t are large eotpar-ed to U... · 
11111xf- dlatenoe over- ~1lch tho 1.-derlying log hytlraulfc OOIYOO- · 
tlvl tl- er-e correlated. In tl18 ()['eel- eKBn{ll&, the pluns MISt 
IIIP.O!!Ur'S o::nslder-ebly 110re U-. 50... }( U•ree-dhnenstcnal stoc::heatlo 
UW'Cir/ that r-elates ffeld-ec:ale Flckhn dlS(l&Bivl ties to U\0 spattall 
0011erlorce slnlcb•re of log hydraulic oodJctlvltles Jn anleotmplo '' lJ 
pon:"l!l 11tedla has been rec:o'ltly develC{lBd by Netnan et al. (1907b). ,,.~1 · 
11oelr theory views Ute nedhn es belrg hydraulically leob:c.plc en a • r.f 
local scale bJt anleol:rq)lc Oil a larger scale dJB to dh·ectfcnal '' "' 
vedaticn!l in IM dlstanco OYer- ~llch U118 locel velues ar-e corre- ·" 
l11hd. We sew earl ler thet s sJIIllla.r view yields ccndslent n!!!Ult:.s 
~W!f'l aft'lled tn ftect:ured gt"enftes f118Br ()['acle. 11oerefor-e the 
of lbmen et al. slo.lld, in prlrr.lple, be fiAlllceble tn 8\lch fl·ac- r 
lured rud<s. lbJOYer-, U118 theory has boen oorl\I'Od order u.,., etq,U.:..• 
fyi.Jq as!IU!tJtlon Utat the varlorce of tl118 \rderlyJ.rg log hydcaulio : t 
ocrdtetlvlly process is relatively -u. 11118 extent to ~tldt it : n»•~ 
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awlles 1oAl9n u,. vadartee is as large u U111t fo.nJ at Orec:te Js ,..,t 
clear ot 1118 ptesent li.Jne. tleu.oan 111d .Oep-.er (19!17) nuvec:Uall~s 
used lie lheoty of tle\IMil et aJ. tn Uluslnte u-., (Jdn::JpJe of 
colculatlrg Hold-scale dluparalv!U- foe a fl·acturu.J ruc:lc INdt 8.!1 
Ue Oracle gnn.lle en U• basta of hytlcauUo t.e61t wta. 

Table 1 · 

Smple sl:stlstlca of alrgle-loole base-ten log 
(IVIbtral log 1n pa.rarlU199ea) hyduulJc C:Xa11.1l1Cl1vlly ti<"lla 
(Ue loll:er 1n Ill/sec). Mt:e.r lleuttara aral lll:a.uJC (19!17). 

IUtbor of emplea 

Hln.IJtua 

Haxlnu11 

l-1een 

Va.rJ.ance 

Sit__,. 

Orfgi.J'!l Data 

102 

-10.2 

- !5.22 

- 7.97 (-17.9) 

1.53 (8.10) 

0.19 

Tebla 2 

I.eakl!f)6-oorrocloo data ---------
,99 

-10.1 

- !5.22 

- 7.07 (-18.1) 

1.30 (6.88) 

0.24 

Verlicel Bmllvadograw rer-tere foe single-hole b& ... -tat log 
(natural log fn parentheses) t¥b"aul1c CUilbJtlvHy data. 

.1\flar Uounan and Doplar (190"1). 

Par-emoter 

lntegrel ec:ala (m) 

nenge (Ill) 

Slll o! urdorlyhg 
selll. verJ ogrsn 

tl.gget oonstant 

Aeg\llnlzed sill 

Exparlm&ntal sill 

Peranotec l!'.al-'-hoS::_ ___ _ 

~llJ!I1 Kxhl ~ltw:fcol H:xbl 

1!5.0 13.0 

34.7 

1.60 (8.48) 1.45 (7.69) 

0.15 (0.00) 0.15 (0.00) 

1.47 (7 .01) 1.3'/ ( 7. 2'1) 
;, 

1.62 (8.61) 1.52 (8.06) 
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Toble 3 
. : ·r. 

EUecUve scalar flflltlve\ent hydcaullc c:x;rdJcHvH:y esUmal:.es, m/a. 
M ler tleunoo erd Depl& ( 1907). 

Frcm airole-hote test data wlth equaticn (13} 

semlvarlogrenr n-odal 

Odglnal data 

~tiel 

6.9 X t0" 1 

l.eekege-oon:ected data 5.0 X 10' 1 

FrcJ1I cross-l-ola test data 

Ordlnary leost ~arM !5 . 0 x to- 1 

Weighted least IIQUilrM 6.2 x 10" 1 

S(ill!rlcal 

6.1 X t0" 1 

4.3 X 10" 1 

!0.--------------------------------, 
~ -n: 15•-
C) 
0 oc 1 o--

~ :i 051- • 
hJ 
C/) 

• 

0 
OISTAUCE (m) 

'·I 

,, 
. ~ 

Figure 1. llogularh:ed srherical 8EJIIivarlCXJ11'11 (solid curve) fitted 
to vertical eonlvariogrent (clrclee) of bllse-ten log hydroullo ·" "'

1 

or.rd~eUvlt:les. q,en circles were obtained fran fewer U\Oil 50 data 
('IIJlnl. Aller tleuMn erd Dc('lleC (1987). • : ;' ' 

t.OOOILEDGEI·an' t t . . •t I 

1hl11 ptper also a(lleanl In the rrooeedlngs of ttl\10, 1\dvonccd 
tobrk..'li!ClJ en Mvanccs In 1vlalyUca1 and tbnedcal GrcuY)..Ial:er Flow and I 
Quallt:y ~lllrWJ, r.lsbcn, l'orbg'al, Jt.ne 2-6, 1987. 11'19 lo.OXk W8!l · ' h\K~..,\· 
lll.'ftlOC'tOO in pnrt by tJ10 U.S. ~rclear lleguletory o:mntsslor u!der ' ;t1 '• \1'Jll .. 'f'l.l 
oorlrocts ro. unc-04-70-27!5 ard tlllC-<>4-06-123. 
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FOREWORD 

This brief position paper has been prepared for the 
Swedish Nuclear Fuel Co. SKB during a six-week sojourn of 
the author in August and September, 1988, at the Royal 
Institute of Technology in Stockholm. The author wishes to 
thank Professor Ivars Neretnieks of th.;.· Department of Chemical 
Engineering at the Institute at whose invitation this visit 
took place, and SKB which provided the necessary financial 
assistance, for a unique opportunity to become acquainted 
with important geological, geophysical, and hydrogeological 
aspects . of the· Swedish high-level nuclear waste program. 

The position paper outlines a conceptual framework for 
the analysis of groundwater flow and radionuclide transport 
in fractured crystalline rocks which the author believes can 
be useful in the context of the Swedish program. The proposed 
conceptual framework is a unified and self consistent 
theoretical approach to many important issues concerning 
flow and transport in such rocks. These issues include the 
relationship·between hydraulic conductivities measured on 
disparate -scales, the characterization of spatial hydraulic 
conductivity patterns by means of geostatistical and stochas
tic methods, the delineation of high-permeability channels 
through which flow and transport tend to concentrate, the 
effect of these channels on the spread .of radionuclide 
plumes by dispersion, the determination of contact area 
between channels and the rest of the rock across which 
radionuclide transfer can take place from one to the other 
by advection and/or by diffusion, and the prediction of 
radionuclide transport by means of models for the purpose of 
repository performance assessment. 

The proposed conceptual framework calls for a specific 
methodology of field investigation which relies heavily on 
detailed measurements of hydraulic conductivities for quantit
ative analysis, but incorporates qualitatively other relevant 
geological, geophysical, and hydraulic info~tion. This 
methodology is outlined in the paper and some specific 
suggestions · are made about its potential application to 
existing data and field sites in Sweden. Mathematical 
support for the proposed concepts and methodology is avail
able in the references cited at the end of the paper. 

Time did not permit examining data from, and plans 
for, the underground rock laboratory which is therefore not 
discussed in the paper. 
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DITRODUCTIOH 

For more than decade, the Swedish Nuclear Fuel Co. SKB 
has studied the suitability of crystalline rocks in Sweden 
for the siting of high level radioactive waste repositories 
in the subsurface. Most of the rocks studied are granites 
and gneisses. As pointed out by Neretnieks et al. (1987, 
p. 2 >, these studies show that •the rock i.s fractured on 
different scal~s. Large shear zones at distances of several 
kilometers surround large rock blocks. The large blocks of 
rock have smaller fracture zones surrounding smaller rock 
blocks. The latter contain a large number of small fractures 
or agglomerates of fractures. Typically, the small fractures 
are at spacings of tenths of em to a meter or more.• These 
fracture zones and individual fractures are generally much 
more permeable than intact granite and gneiss and are thus 
of concern as potential avenues for groundwater flow and 
radionuclide migration from a repository~ 

To delineate these avenues of relatively high permeabil
ity, it may seem appropriate to map with as much detail as 
possible the geometry of fracture zones and individual 
fractures so as to generate information about the three
dimensional network they form in the rock. Such an effort 
would further have to rely on some the~etical or computatio
nal model to translate deterministic and/or statistical 

' information about fracture geometry into terms that are 
useful for the evaluation of groundwater flow and radionuc
lide transport. Unfortunately, there are .ajor difficulties 
in relying on fracture-geometric .adels to analyze flow and 
transport. 

The first difficulty with the fracture-geometric model 
stems . from data limitations: our ability to .ap discontinui
ties in the rock with available geological and· geophysical 
tools decreases as the scale of the discontinuity goes down • 
Major fracture zones can generally be delineated on maps and 
cross sections with sufficient accuracy and detail to justify 
treating them as discrete deterministic entities (usually of 
elevated permeability> in flow and transport models. However, 
the detection and delineation of smaller zones may require 
greater effort coupled with the use of specialized geophysical 
tools such as electromagnetic reflectometry or radar and 
seismic geotomography. Individual fractures may not register 
at all in such geophysical surveys but reveal themselves 
primarily as linear traces on outcrops or local features in 
cores and borehole geophysical logs <primarily acoustic TV>. 
The SKB experience shows that (e.g., Ahlbom et al., 1983a-d; 
Carlsson and Gidlund, 1983> the density of fractures regist
ered on surface outcrops is often significantly smaller than 
that found in boreholes immediately below the surface, 
implying that information collected along surface outcrops 
may not be representative of conditions inside the rock 

) 
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mass. Attempts to correlate discontinuities between boreholes 
have shown that this is difficult if not impossible to do 
for all but major planar features. Consequently, both 
surface and subsurface data are limited in that they provide 
much less information about fracture shapes and sizes than 
about densities and orientations, though all four parameters 
are equally important for the construction of fracture 
network models. The most important difficulty, however, is 
that geology and geophysics do not provide a~st any 
quantitative infoaaation about fracture openings, of the 
kind required for flow and transport analysis, whether in 
direct or indirect forms. Without such information no flow 
or transport modelling are possible regardless of how well 
the network geometry is otherwise defined. 

The second difficulty with the fracture-geometric 
model is conceptual: information about fracture openings 
through which flow and transport take place is obtained 
indirectly from the interpretation of hydraulic and tracer 
tests. This requires that one has at his disposal a theoret
ical model which correctly interprets the results of such 
tests in terms of parameters describing the fracture openings. 
Ro satisfactory conceptual framework for such an interpreta
tion has been proposed to date. For many years it has been 
assumed <and some still assume today> that flow and transport 
in an individual fracture can be modelied two-dimensionally 
as if they took place in a plane through an effectively 
uniform opening between the fracture walls. The simplest 
model assigns an effective •hydraulic aperture• to each 
fracture and calculates groundwater velocity as if it was 
proportional to the square of this aperture. The contribution 
of the fracture to the overall rock hydraulic conductivity 
is then proportional to the cube of the hydraulic aperture, 
a relationship known as the •cubic law.• As there is no 
direct way to determine hydraulic apertures in the field, 
these are deduced in practice indirectly from single-hole 
packer test data. Here it is common to introduce the 
additional simplifying assumption that a single ideal fracture 
of infinite extent intersects the packed-off test interval 
at a right angle. 

- That the latter assumption may lead to questionable 
aperture values is evident from considerations of fracture 
geometry. Less obvious is the apparent fact, revealed by 
mounting evidence from laboratory and field observations, 
that the very notion of plane flow through an effectively 
uniform opening between the fracture valls aay be incorrect. 
Instead, flow and transport may be taking place nonuniformly 
through an intricate network of preferred paths or "chan
nels" within the fracture plane and/or along fracture 
intersections. It is by no means evident that such intricate 
flow paths in a given fracture can be meaningfully represen
ted by an effective aperture <hydraulic or otherwise>, 
hydraulic conductivity, or transmissivity. Yet we know of 



no way to evaluate alternative hydraulic parameters from 
single-hole packer tests. 

The failure of the •parallel plane• concept to explain 
many laboratory and field observations of flow and transport 
in natural rock fractures has been amply documented by 
Neuman <1987). Among the most notable laboratory examples 
of such ,failure one may cite the work of Gale et al. <1985> 
which shows strong evidence that significant deviations from 
the cubic law occur at elevated normal stresses, and the 
experiments of. Makurat <1985> which demonstrate even greater 
deviations under the application of cyclic shear stresses. 
The former authors conclude that the cubic law, vith appropr
iate corrections for fracture wall roughness, holds only for 
fractures whose adjoining surfaces are not in contact. 
•For fractures that are in intimate contact, corrections 
for roughness alone do not appear to be adequate to completely 
define the flow properties and tortuous flow paths of single 
fractures.• Clearly the notion of tortuous flow paths . is 
clos.ely related to that of channeling. 

That preferred flow paths .ust indeed exist in a fracture 
is strongly supported by direct measurements of fracture 
aperture variations in laboratory samples of granite as 
reported by Gentier <1986> and Gale et al. (1987>. Both 
sets of measurements show that apertur~s may vary at a high 
frequency, by orders of magnitude over distances of less 
than a millimeter, in what appears to be a random manner. 
The measurements of Gale et al. <ibid, pp.l-10 to 3-17> 
illustrate how such high-frequency -fluctuations tend to be 
superimposed on a variation of lower frequency which gives 
the appearance of concentrated channels perpendicular to the 
one-dimensional measurement profiles. However, ·these 
•channels• are found in profiles taken along more than one 
direction in each fracture plane. This suggests that they 
are not one-dimEmsional •snake-like• openings in the fracture 
plane as the teDD • channel• ai.ght blply but rather randcaly 
interconnected patches of elevated aperture. 'ro define 
them, one .ust define the random spatial variability of 
apertures in the two-dimensional fracture plane in tams of 
a mean, variance, and spatial covariance as was done~ among 
others, by Gelhar < 1987 >. · 

Numerical simulations of aperture spatial variability 
by Moreno et al. <1988> demonstrate that a channeling effect 
is recovered even if one takes the spatial autocorrelation 
of the apertures to be isotropic. However, the channels 
foDD a braided pattern with numerous interconnections and 
their confi.qurati.on is not fixed but changes with the blposed 
flow conditions. Thus it :may be futile to try aapping out 
potential flow channels by tracer tests or other .ea.ns 
unless the test conditions are a close replica of those 
expected during the operation of a repository <which seems 
impractical if not outright impossible>. The preferred 
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alternative would be to characterize the two-dimensional 
spatial variability of apertures statistically but, from a 
practical stand point, the data for such a statistical 
characterization on the field scale do not seem to be 
forthcoming. 

Field evidence for channeling within a singl.e fracture 
is based to a large extent, though not exclusively, on . 
observation of water and tracer inflows into underground 
tunnels, drifts and galleries. At Stripa, tracer injected 
into steeply dipping fractures was sampled at discrete 
points in the roof of an underlying gallery along its 
intersection with each fracture. Flow rate out of each 
fracture appeared to vary erratically from one sampling 
location to another, as did the arrival t~e and concentration 
of the tracer. It appears to have been prohibitively costly, 
tLme consuming, and difficult to obtain detailed information 
about aperture variation within the fracture planes between 
the injection and sampling points in these experiments. 
Therefore, there is no information to generate a picture of 
possible channel configurations in these planes whether 
deterministically or stochastically. Later in this paper I 
will propose a slight modification to the current single 
fracture "channeling experiments" at Stripa which, if adopted, 
may yield at least some detail about the inner structure of 
the pore space within a fracture in situ. In general, 
however, models based on the concept of aperture variability 
(i.e. 1 channeling) within individual fractures will seldom 
if ever have the data required for quantitative validation, 
not to speak of implementation at specific sites. As such, 
their use even as a research tool .ust be considered tenta
tive. 

Field evidence suggests the existence of preferred 
pathways or channels on scales larger than an ·individual 
fracture. Hsieh et al. <1985> used cross-hole·hydraulic 
tests to evaluate the hydraulic conductivity of fractured 
granites near Oracle, Arizona, on scales of several tens of 
meters. They found that this hydraulic conductivity can be 
represented by a three-dimensional ellipsoid the major axes 
of which are subparallel to the intersections of the .three 
dominant <and orthogonal> fracture sets at the site. This 
suggests (though does not prove> that fracture intersections 
may exert a greater influence on the overall hydraulic 
conductivity than do the fracture planes, possibly due to 
enhanced weathering along the fracture intersections. The 
notion is further supported by the work of Abelin and 
Birgersson <1987> and Abelin et al. (1987a,b> in connection 
with the 3-D migration experiment at Stripa. In measuring 
water inflows into 2 x 1 m isolated sections of a 75 m long 
tunnel with two side arms 12.5 m in length, the authors 
found a poor visual correlation between the spatial distribu
tion of these inflow rates and fracture density along the 
tunnel wall. The correlation improved dramatically when 
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fracture density was repla~ed by the density of fracture t. ) 
intersections, suggesting that these intersections convey more 
water to the tunnel .than do the fracture planes. 

In the 3-D migration experiment at Stripa (Abelin et 
al., 1987a,b>, one of 11 tracers injected into separate 
intervals in three boreholes drilled into the roof of the 
experimental tunnel was not recovered below but only in 
another drift approximately 150 m away, by accident. This 
shows that pre:ferred pathways .ay erlst on scales 1111ch 
1arger than those of ind.i vidua1 fractures and their intersec
tions. 

It is important to mention in passing that poor correla
tions were also found between hydraulic conductivities from 
single-hole packer tests and the density of coated fractures 
in boreholes at various Swedish sites (Ahlbom et al., 1983a
d> and at Oracle, Arizona (Jones et al., 1985>~ a very weak 
quantitative correlation was observed by Gale et al. <1987, 
p.2-24> between such data in the HG and R boreholes at the 
site of the LBL ventilation experiment in the Stripa mine. 
The lack of a more distinct correlation between hydraulic 
conductivity and fracture density was considered by Neuman 
<1987> as an added manifestation that the parallel plate 
concept of flow through fractures is a poor analogy to 
actual field conditions. That fracture geometric data are 
not a reliable indicator of rock hydraulic properties .is 
further supported by the conclusion of Gale et al. <1987, 
p.2-35> regarding the site of the LBL ventilation experiment 
where •the effects of stress on fracture permeability tend 
to override the effects of fracture geometry.• ·To the 
effects of stress one should probably add differential 
weathering and distribution of infilling material among the 
factors which complicate the nature of openings in fractured 
rocks. 

Many of the conclusions reached to date about the 
existence of channels and their character derive from 
observations of water inflow and tracer breakthrough into 
underground openings at atmospheric pressure <Neretnieks et 
al~, 1987>. When one relies primarily on such data, one 
risks misrepresenting the actual flow and transport behaviour 
within the rock behind the wall of the opening. This is so 
because (Abelin et al., 1987b, p.148> •the presence of the 
drift ••• influences and changes the rock stresses ••• 
[within a distance] estimated to extend between 1 and 2 
tunnel diameters •.. it is known that the rock stresses will 
influence the conductivity of the fractures. There are at 
present no methods to determine how an individual fracture 
••• may have changed its conductivity.• While it is possible 
that •an increase or decrease in the rock stress ••• [willl 
close or open the already open channels to some extent but 
not ••• radically redistribute the channels within the 
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fracture plane or ••• drastically change the number of 
channels" so that "the general picture of the water flowrate 
<and conductivity> distribution over a large section of the 
rock may well be maintained," this is not what available 
data suggest. As pointed out by Neuman (1987>, the spatial 
distribution of inflows and breakthroughs observed in the 2-
0 and 3-0 Stripa migration experiments may in part be an 
artifact due to the formation of a "skin" of unevenly reduced 
hydraulic conductivity within the rock immediately surround
ing the gallery, generated by an altered stress field as a 
result of excavation. The existence of such a skin around 
the LBL ventilation drift at Stripa has been suggested on 
the basis of hydraulic experiments by Gale et al. <1982>. 
Its presence is further suggested by the fact that whereas 
the 3-D migration experiment implies the existence of large 
areas of rock across which no water is flowing, packer tests 
conducted in the surrounding rock at some distance from the 
3-D site appear to suggest a higher spatial density of test 
intervals with elevated hydraulic conductivity (a formal 
geostatistical analysis of these data, partly with this 
question in mind, will be proposed below>. Additional data 
indicating that hydraulic conductivity decreases markedly in 
the ~ediate vicinity of underground openings seem to exist . 
from other Swedish sites (Leif Carlsson, personal communicat
ion>. 

Abelin et al. (1987b, p.148> use the fact that in a 
uniform porous medium "the water velocity ••• increases 
inversely proportional to the square of the radial distance 
to the drift" to conclude that in the 3-D migration experim
ent at Stripa "the residence time of the tracers in the 
disturbed zone is ••• expected to be a very small fraction 
of the total residence time.• It is well known, however, 
that if a skin of reduced permeability is present around the 
opening in such a medium the velocity everywhere decreases 
drastically, thereby increasing significantly the total 
residence time. If "windows• of elevated permeability exist 
in the skin, much of the flow will be diverted toward these 
•openings.• Some streamlines will therefore develop ·a 
dominant tangential component parallel to the drift axis at 
velocities much below those in the radial direction and the 
cocresponding residence time may greatly increase. As 
channels were said to vary their configuration in response . 
to the flow pattern, which in turn is affected by the skin, 
whatever channeling might have been surmised from the avail
able inflow and breakthrough data could have been be strongly 
influenced by the combined effects of an induced hydraulic 
gradient toward the gallery and the redistribution of 
permeabilities around it. Even in the absence of a skin, 
the channeling pattern observed under conditions of flow 
directed largely into the gallery need not be representative 
of the pattern one would obtain under other flow conditions. 
Given further that the rock is strongly nonuniform, we may 
have here a partial explanation for some of what was seen in 
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the 3-D migration exper~, We may also conclude that to 
analyze the nature of channels in fractm:ed crystalline 
rocks under arbitrary flow cond.i tiona, it is not sufficient 
to describe their two-dLmensional .anifestation along the 
walls of underground openings under conditions of converging 
flow. Rather, one aust describe the spatial distribution of 
potential flow paths in three dimensions within the xocJc 
interior. A methodology that should aake such a description 
possible in practice will be outlined later in this text. 

It is evident that the best available data., coupled 
wi. th the most recent conceptual IIOdels of channeling, are 
insufficient to construct reliable discrete analogues (network 
models of fractures and/or channels) of fluid flow and 
radionuclide transport in fractured c:rysta.lline rocks. At 
the heart of these analogues are two improbable notions: 1> 
That sufficient data can be obtained to construct, determin
istically and/or stochastically, representative three
dimensional patterns of rock openings through which flow and 
transport takes place, and 2> that sufficient phenomenolog
ical knowledge exists to compute flow and transport in the 
rock on the basis of such patterns. An alternative yet 
equally improbable notion is that meaningful discrete network 
models can be constructed not of openings but of fractures 
and/or channels to which one can assign effective hydraulic 
properties <conductivities, transmissivities, kinematic 
porosities, dispersivities>. Available field methods are 
insufficient to delineate in detail any but relatively 
extensive features such as major fracture zones, and 
recent studies at Finnsjon for the SKB (Andersson et al., 
1988a,b> have revealed that such zones may have highly 
variable hydraulic properties. In fact, a large part of the 
thick and highly permeable subhorizontal Zone 2 studied at 
Finnsjon has hydraulic conductivities similar to those of 
the bedrock above and below. Similarly, a COmPined analysis 
of geophysical and hydraulic tests at the cross-hole site in 
the Stripa mine <Olsson et al., 1987, Abs~ract> •has shown 
that groundwater flow is concentrated within a few major 
features ••• [that] are ••• broadly planar, containing 
patches of high and low hydraulic conductivity• so ~at 
•the flow paths constitute .a branching interconnecting 
n~work• of channels. However, the closest that the authors 
came to actually delineating these patches was by means of 
radar and seismic geotomography (ibid, pp. 69 - 74> along 
planes connecting pairs of boreholes. As is the nature of 
such images, they do not show discrete divisions between 
areas of high and low geophysical parameter values but a 
gradation in these values typical of a continuum. Ramirez 
<1986> produced a radar geotomogram for a vertical plane 
within a granitic bedrock near Oracle, Arizona, which shows 
remarkable similarity to a map of log hydraulic conductivities 
obtained by Jones et al. <1985> and Neuman et al. <1985> 
from single-hole packer test data by means of kriging. The 
latter is a geostatistical method of spatial analysis that 
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treats the packer test data as if they represented a random 
field (stochastic process> defined over a continuum. A 
similar analysis of single-hole packer test data from the 
Stripa cross-hole site Cto be proposed below> is also expected 
to show agreement with the geophysical geotomoqrams. We 
thus see that single-hole packer test data, when interpreted 
qeos~tisti.cally on the assumption that they represent a 
stochastic continuum, are capable of producing as auch 
detail about pexmeabili ty variations in a fractured rock as 
one can hope for when assisted by the .est sophisticated 
available exploration tools. 

A paradoxical aspect of discrete fractured rock analog
ues is that they use single-hole hydraulic test data to 
construct a fracture and/or channel network in order to 
later turn around and predict the hydraulic behaviour of the 
rock. In this paper I promulgate a stochastic continuum 
framework for the direct analysis of hydraulic test data 
Cwhile considering all other available information, quantita
tively or qualitatively>, originally proposed by Neuman 
<1987), which avoids this circular reasoning and therefore 
circumvents many of the pitfalls inherent in the discrete 
model approach. At the same time, the stochastic continuum 
methodology is powerful enough to offer quantitative answers 
to several important questions in connection with perfoDDa.llce 
assessment which cannot at present be reliably addressed by 
other quantitative methods. The next section describes 
briefly the concepts behind the stochastic continuum approach 
and recounts how it has been used in the past. The paper 
follows with specific proposals for the analysis of data 
currently available in Sweden within the context of the 
stochastic continuum theoretical framework. It concludes 
with some suggestions concerning the manner in which field 
work may be directed in the future so as to yield data which 
are amenable to analysis by the proposed methodology. 

S'J.'OCBASTIC COR"I'INUOM COBCEP".r 

'l'he stochastic continuum concept p:romul.qated in this 
paper differs in a fundamental way from the deterministic 
continuum approach traditionally applied to porous Jledi.a. 
Laboratory and field measurements of hydraulic conductivity 
in porous media represent averages over many pores. Such 
measurements are insensitive to small variations in the 
volume of the porous medium affected by the hydraulic test. 
This justifies treating the hydraulic conductivity of porous 
media as a continuous function of space which varies smoothly 
enough to be analyzed by standard methods of differential 
calculus. The same is true about porosity and state variab
les such as pore pressure and hydraulic head. Treating these 
variables as continuous functions of space is tantamount to 
ignoring the complexities of the pore structure and replacing 
the medium, for the purposes of analysis, by a fictitious 
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continuum. The quantities are defined at each point in this 
continuum <even if this point coincides with a solid partic
le, not a pore> ·but are understood to represent averages 
over a finite volume surrounding the point. The latter is 
called Representative Elementary VolUIIe (or REV), and the 
associated quantities are ter.med macroscopic <c.f., Bear, 
1972). . 

In contrast to porous media, laboratory and field 
measurements of hydraulic conductivity in fractured rocks 
represent volumes that are often intersected by ~nly one or 
a few fractures. Therefore, packer test measurements tend 
to vary greatly from one test interval to another and are 
sensitive to the length of this interval. This is tantamount 
to saying that most packer tests in fractured rocks represent 
measurements on scales smaller than an REV, i.e., sub-REV 
scales. In the Swedish crystalline rocks one often encount
ers ·fracture zones and other discontinuities on progressively 
increasing scales. In this case, an REV .ay not exist at 
all. In a more "homogeneously fractured" mass of rock an 
REV may exist but its volume is often so 1arge as to render 
the measurement of its •effective hydraulic conductivity• 
impractical <in other words, it is impractical to conduct 
field hydraulic tests on scales comparable to an REV). In 
any case, the REV is often much larger than the scale on 
which detailed info~tion about the hydrau1ic conductivity 
distribution of a rock is required for a given project or 
purpose. This latter is probably the main reason why many 
hydrologists are dissatisfied treating fractured rocks as 
"effective porous media" and prefer the discrete fracture or 
channel network analogues. The proposed stochastic continuum 
method offers a viable alternative to both the traditional 
effective porous medium concept and the discrete fracture or 
channel analogue. Not only does it rely on field data which 
are readily obtainable with present day technology, but it 
offers a comprehensive and consistent theoretica1 framework 
for the quantitative analysis of data obtained on different 
sca1es of measurement, and a similar tra.evork for the 
estimation of flow and transport parameters required for 
modeling these phenomena on sca1es of practica1 interest. 

- The method relies to a large extent, though by no 
means exclusively, on hydraulic conductivities obtained from 
single-hole packer tests by standard methods of interpretat
ion. Ideally, the straddle interval between the injection 
packers should be as small as is technically and economically 
feasible for maximum spatial resolution. At the same time, 
the straddle interval should be large enough and the instrum
entation sensitive enough that a statistically significant 
number of hydraulic conductivities above the equipment 
detection limit be available for analysis. As an example, 
data from a single borehole can often be analyzed independen
tly if there are at least fifty such measurements, but a 
smaller number may suffice if data from several boreholes 
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are available for simultaneous analysis as was the case at 
Oracle, Arizona <Neuman, 1987>. To illustrate further, 
boreholes drilled at Stripa from the surface down to depths 
exceeding 300 m yield sufficiently large samples of values 
above the detection limit for straddle intervals of 4 m <Gale, 
1981>, and some boreholes at Finnsjon appear to yield 
meaningful samples over intervals of 2 and 3 m down to 
depths of nearly 700 m <Andersson et al., 1988a,b). It 
seems (Heuman, 1987) that straddle intervals which exceed 
the mean spa~ing of coated fractures by not .are (and possibly 
several times less) than one order of aagnitude should yield 
data amenable to treatment by the stochastic ccintinumD 
method in JDOst ccystalline rocks. 

As the influence of a single-hole packer test diminishes 
rapidly with distance from the borehole, each hydraulic 
conductivity represents at most a cylinder of rock oriented 
parallel to the borehole with length of the same order as 
the test interval and a relatively small radius. If a large 
proportion of the test values in a statistically significant 
sample are above detection limit, it makes intuitive sense 
to expect that the same would be true in untested parts of 
the rock spanned by the tested boreholes. In other words, 
it makes sense to assume that a hydraulic conductivity above 
the measurement limit can be obtained over similar cylinders 
situated •almost• everywhere in the rock. This is equival
ent to saying that the packer test data represent values 
defined over a continuum coinciding with the rock mass, though 
they vary sufficiently from one location to another to 
necessitate treating them as stochastic variables. ~e 
concept is valid regardless of whether there is an REV, 
i.e. , whether the rock behaves as an equivalent porous 
medium or not on some scale. 

The number and orientation of fractures ~ntersecting a 
test interval vary from one interval to another, as does the 
•effective radius• of the associated cylinder. It has been 
shown by Braester and Thunvik <1984> that these variations 
have only a marginal effect on the estimation of hydraulic 
conductivities by standard for.mulae which generally yield a 
directional value more or less nor.mal to the borehole. This 
results in a directional bias which however can be minimized 
b1 working with data from boreholes drilled at various 
angles. The residual local effects (of varying fracture 
number, orientation, effective radius, interpretation er.ror) 
appear to be sufficiently random to justify lmaping them 
with measurement errors and treating both as a random noise 
which lacks spatial autocorrelation. This noise manifests 
itself as a jump in the covariogram (or semivariogram> of 
the data at the origin (zero lag> called •nugget effect• 
and, as such, can be quantitatively evaluated by standard 
geostatistical analysis. Directional effects and anisotropy 
generally reappear on scales larger than the individual 
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straddle interval. in the foDR of an ani.sot:copic covariance 
structure. · · 

It is usually better to work vith log hydraul.ic conduct
ivities than vith hydraulic conductivities because the 
former tend to be distributed in a manner closer to normal 
than the latter and are more suitable for geostatistical and 
stochastic analyses. In fact, much of the stochastic ·theory 
developed to date for spatially variable rock properties 
relies on sta.tistical parameters of natural log hydraulic 
conductivity, not of hydraulic conductivity • 

Packer tests cannot provide info~tion about the 
spatial variability of log hydraulic conductivities on 
scales smaller than the minimum straddle interval. However, 
it is possible to recover some of the lost infoDBation 
<about variability on scales smaller than this minimum 
interval> by treating the measurements as if they were 
spatial averages Cover the cylinder of rock affected by each 
test) of some ·fictitious log hydraulic conductivity field 
representing the properties of smaller rock volumes (the 
precise size of which can remain unspecified). We refer to 
values associated with this fictitious field as •underlying 
log hydraulic conductivities.• The actual measurements are 
viewed as •regularized• <i.e., spatially averaged> values of 
the underlying log hydraulic conductivity field which are 
further corrupted by random noise. As the variance of the 
underlying stochastic process is generally larger, and can 
never be smaller, than that of the regularized process, its 
evaluation <which is formally possible> constitutes a gain 
in information. To illustrate, the hydraulic conductivity 
profiles on pp. 58 - 61 of Andersson et al. C1988a,b> clearly 
demonstrate that log hydraulic conductivities dete~ned 
over 2 m sections in Zone 2 at Finnsjon have a larger variance 
than those determined over 20 m sections. Though the actual 
spatial variation on a 2 m scale cannot be reconstructed from 
the 20 m data without suitable smaller scale hydraulic 
and/or geophysical measurements <in which case deconvol
ution and/or multivariate analysis might help do so, e.g., 
Andersson and Lindqvist, 1988>, the 20m data may neverthe
less be used to estimate the variance and semivariogram of 
t~e smaller-scale fluctuations. The manner of doing so by 
variogram deregularization <deconvolution> is illustrated 
with data from fractured granites near Oracle, Arizona, by 
Neuman <1987, pp.S42 - 544> and explained in more detail by 
Neuman and Depner <1988). 

In order to model groundwater flow and radionuclide 
transport on the basis of the stochastic continuma approach, 
one must evaluate the covariance structure of the underlying 
log hydraulic conductivity field in three-dimensional space. 
To do so, one must filter out low-frequency variations in 
the log hydraulic · conduct! vi ty such as the trend to decrease 
with depth due to an increase in stress or the tendency for 
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some well-defined geophysical zones to exhibit elevated 
hydraulic conductivities,. These low-frequency variations 
can often be treated as a deterministic •drift• described by 
a low-order polynomial (or other prescribed function). If 
properly filtered out by methods such as generalized least 
squares <Neuman and Jacobson, 1984> coupled with maximum 
likelihood cross validation <Neuman et al., 1987a1 Samper, 
19 8 6 > the coefficients of the drift function can be reliably 
estimated and the residual log hydraulic conductivity 
fluctuations <remaining after subtraction of the drift) 
treated as a second-order <weakly> stationacy stochastic 
process having zero mean. 

By incorporating geophysically distinct fracture zones 
into the drift function, their influence is accounted for 
dete~stically in a manner which however is consistent 
with the overall stochastic view of the log hydraulic 
conductivity field. This shows how geological and geophys
ical information can be used to guide the stochastic analysis 
of hydraulic data. Because major fracture zones brpart a 
large-scale anisotropy to the rock, incorporating them into 
a deterministic drift renders the covariance of the residual 
log hydraulic conductivities less anisotropic than would be 
the case otherwise. This makes it easier to evaluate the 
covariance of the residuals and, where there are not enough 
data to determine anisotropy, may even 1ustify treating the 
covariance as if it was isotropic. This is supported by 
experience with the Oracle granite in Arizona where the 
statistical anisotropy <expressed as the ratio between 
maximum and minimum distance over which the log hydraulic 
conductivities are correlated in various directions> of a 
more or less •homogeneously fractured• rock volume was found 
not to exceed 2.5 <Neuman and Depner, 1988>1 the corres
ponding hydraulic anisotropy <ratio between maximum and 
minimum •effective• hydraulic conductivities in various 
directions) was dete~ned by cross-hole tests· <Hsieh et 
al., 1985> to be approximately 7.2 which is not large by 
most standards. This is the approach I propose to adopt in 
connection with the available Finnsjon data below. 

Ideally, statistical aidsotropy should be detectable 
upon comparison of log hydraulic conductivity semivariograms 
in .. different directions. This, however, requires that 
detailed packer tests be performed in a sufficiently large 
number of boreholes having varying orientations so as to 
obtain enough data for plotting sample semivariograms in 
several directions. Absent sufficient data for such an 
analysis, one has at least two options. The first option, 
discussed in the previous paragraph, is to incorporate major 
structural features into a deterministic drift and treat the 
residual data as if they represented an isotropic log 
hydraulic conductivity field. Then packer tests from a few 
vertical and inclined boreholes, of the kind presently 
available for example at the Finnsjon site, may suffice. The 
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second option is more limited but presented itself at Oracle, 
Arizona. There, single-hole packer test data were available 
from only eight near vertical boreholes clustered in a 
relatively small horizontal area. Therefore, the data were 
insufficient to obtain sample semivariograms in any but the 
vertical direction. However, cross-hole packer test data 
were also available from which Hsieh et al. <1985> could 
estimate the principal •effective• hydraulic conductivities 
of a near-REV size rock sample and their directions in three
dimensional space (found to approximately coincide, as 
mentioned earlier, with the mean directions at which frac
tures intersect in the Oracle granite). ~e a-all-scale 
single-hole data and the larger-scale cross-hole results 
were analyzed jointly by Heuman and Depner (1988; briefly 
described on pp.548- 550 of Heuman, · l987) to yield an 
estimate of the complete three-dimensional covariance 
structure of the underlying log hydraulic conductivity 
field. The analysis was based on the modification of an 
approximate formula originally derived by Gelhar and Axness 
<1983> from a stochastic version of the steady state ground
water flow equation under a uniform mean hydraulic gradient. 
Thus, the analysis does not express the larqe-scale effective 
hydraulic conductivity of the rock merely as some spatial 
average of smaller-scale values but accounts for aass 
conservation (water balance) and Darcy~s law i.n developing 
the desired theoretical relationship. · 

Once the drift and three-dimensional covariance or 
semivariogram of the underlying log hydraulic conductivity 
field have been determined, it is possible to start investig
ating stochastically or deterministically various aspects of 
groundwater flow and radionuclide transport in the fractured 
rock. Such investigations can be done either at the maximum 
level of detail compatible with the single-hole packer test 
data or at larger scales, depending on the modeler's object
ives. The following section describes briefly how geostatis
tical analysis can be used to reconstruct possible flow and 
transport paths .in the fractured rock at various levels of 
detail, and how three-d.imensional flow and transport through 
these paths can then be simulated stochastically on .the 
computer. A subsequent section discusses how some aspects 
o~ flow and transport in fractured rocks, particularly the 
dispersion of radionuclide plumes, can be .adeled determinis
tically when the mean, variance and -covariance of the 
underlying log hydraulic conductivity are given. 

DETAILED MODELLING OF FLOW AHD TRABSPORT PATHS 

To analyze groundwater flow and radionuclide transport 
through a fractured rock in detail, one must delineate the 
potential avenues along which groundwater and radionuclides 
may travel. We recognized earlier that the actual paths 
through which migration takes place are determined not only 
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by the properties of the rock but also by the prevailing 
flow -and chemical transport regimes. Hence the first step 
before attempting to delineate potential aigration paths 
must be a description of the way in which relevant rock 
properties vary vi thin the three-di.mensional rock mass. The 
one such rock property that can be measured in the field with 
sufficient detail to allow a three-dimensional spatial 
analysis is log hydraulic conductivity. It is therefore 
fortunate that a description of how log hydraulic conductivity 
varies in the ·rock mass is sufficient to address many key 
issues relating to Jlli.gration through fractured crystalline 

-:·· rocks • 

· . ... _. 

The greatest spatial resolution of log hydraulic 
conductivity variations can be achieved b7 .eans of the 
fictitious field we called •underlying process•. This 
process is usually defined on a scale smaller than the 
available packer test data and is therefore not measured 
directly. All that one can surmise about it is its mean, 
variance, and covariance or semivariogram together with a 
possible nugget effect. This, however, is sufficient to 
generate equally likely realizations (possible distributions> 
of log hydraulic conductivities on any given set of points 
in the rock by unconditional Monte Carlo simulation, usually 
on the assumption that the process is Gaussian (the hydraulic 
conductivities thus being log normal>.· The simulation is 
termed unconditional because the generated values differ, at 
most points, from those actually measured; the generated 
patterns resemble the actual field only statistically, not 
in detail. They are said to be equally likely because there 
is no way to tell which one is closest to the truth. Since 
values can be generated at any point in space, they represent 
a stochastic continuum. To illustrate, Silliman <1986> used 
data from the Oracle granite in Arizona to outline, by 
unconditional simulation, potential avenues of· high permeabi
lity through the three-dimensional rock mass <actually 
regions having log hydraulic conductivities in excess of 
specified values>. Moreno et al. (1988> used unconditional 
simulation to generate equally likely distributions ·Of 
apertures in the two-dimensional plane of a fracture from 
which they computed hydraulic conductivities by means of the 
cubic law. Numerous other authors have used unconditional 
simulation to generate equally likely spatial networks of 
fractures and associated properties. For reasons discussed 
in the introduction, we prefer the idea of generating log 
hydraulic conductivity fields over a continuum in the manner 
just described, rather than networks of discrete fractures 
and/or channels. 

Once a log hydraulic conduct! vi ty pattern bas been 
generated by unconditional simulation, one can study ground
water flow and ractionuclide transport through it by solving 
numerically the appropriate governing partial differential 
equations. This is how Moreno et al. <1988> discovered that 
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flow in a fracture with variable apertures tends to concen
trate along interconnected braided channels which however 
vary their configuration when the direction of the imposed 
hydraulic gradient changes. By tracking solute particles 
along streamlines, they were able to study how dissolved 
chemicals disperse through the channel network. The same 
approach can be used to study channeling and its effect on 
~gration through a fractured rock .ass by generating 
unconditional realizations of log hydraulic conductivities 
over a three-dimensional continuum in the manner of Silliman 
(1986>, solving the appropriate flow equations,· and tracking 
solute particles along the generated streamlines. Such 
studies have been reported in the literature only in connect
ion with networks of discrete fractures and random porous 
continua, but not in connection with fractured rock continua 
as proposed here. 

In the 3-D migration experiment at Stripa <Abelin et 
al., 1987b, p.viii> •the dispersivity was found to be vecy 
high • • • [and 1 the main cause seems to be channeling, i • e • , 
the transport of the tracer in a few channels with different 
transport properties.• Despite numerous observations which 
are considered to be <ibid, p.l45> •an indication of channel
ing ••• the dimensions of the channels are not known from 
these observations.• Neretnieks (1988, p.ll> further states 
that • the wetted surface per rock volume, the frequency of 
channels and the flow distribution among channels have been 
identified as very important [yet] such data are only sparsely 
available today and must be obtained. • We will see below 
that this information, which is indeed difficult to obtain 
from tracer tests, is nevertheless easily surmised from log 
hydraulic conductivity data that can be made readily avail
able by standard methods. 

By tracking solute particles as they spread through 
networks of channels that are statistically similar to 
those actually existing in the rock <though differ from 
them in detail due to the unconditional nature of the 
simulation>, one can investigate with the stochastic continuum 
approach how a plume of radionuclides would disperse through 
the three-diJDensional fractured rock volume under various 
flow regimes. Such spreading occurs on scales much greater 
than those encountered in laboratory column experiments from 
which the classical theory of hydrodynamic dispersion derives. 
This is what Abelin et al. (1987b, p. viii> must mean when 
they attribute the large dispersion in their 3-D migration 
experiment at Stripa to •other mechanisms than what is 
usually included in the term hydrodynamic dispersion.• Yet 
the field-scale dispersion caused by channeling is also of a 
hydrodynamic nature and differs from the •usual• laboratory 
phenomenon only in scale, not in principl~. 
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As we shall discuss in the following section, dispersion 
due to channeling tends to be •non-Fickian• during the early 
stages of plume development in that concentrations do not 
satisfy the well-known advection-dispersion equation of 
transport. Only after the plume has spread a considerable 
distance from its source may the classical Fickian advection
dispersion equation hold provided the log hydraulic conduct
ivity field is statistically homogeneous. Unconditional 
Monte Carlo s~at.ion can reproduce both the non-Ficlcian 
and Fick.ian stages of plume dispersion through a fractu:ced 
rock. The non-Fickian analysis can provide "information on 
how the dispersivity is influenced by the migration distance• 
which Abelin and Birgersson (1987; p. 2> recognize as •an 
open question of some ~portance.• 

The same method can also be used to address the import
ant question, identified by Abelin et al. (1987b>, of •how 
much surface area between channels and the remaining rock is 
available for radionuclide sorption and/or diffusion into 
the rock matrix• or what the authors call •stagnant pools of 
water?• An answer can be sought by unconditionally generat
ing equally likely configurations of channels as described 
earlier and determining their contact area with the surround
ing rock. There are at least two ways to do this. One is 
to follow the method of Silliman < 1986 ). who designates 
"channels" as all interconnected portions of the stochast
ically generated field in which the log hydraulic conductivity 
exceeds a given cutoff value, and •surrounding rock" as the 
remaining portion of that field. He then generates channels 
(on a grid compatible in scale with the minimum straddle 
interval used to obtain the log hydraulic conductivity data> 
for a range of cutoff hydraulic conductivities which makes 
it possible (though Silliman has not done so) to evaluate 
their contact area with the surrounding rock as a function 
of the cutoff values. The other way is to solve numerically 
the groundwater flow equation over three-dimensional grids 
<compatible in scale with the minimum straddle interval> of 
unconditionally generated log hydraulic conductivities and 
designate as "channels" those portions of the grid through 
which given percentages of the total flow takes place, while 
calling the remainder of the grid •surrounding rock." One 
cab then evaluate the contact area between such channels and 
the surrounding rock as a function of the percent of flow 
that takes place through the channels. 

In both cases the distinction between channels and 
rock is not absolute but relative, depending continuously 
on the cutoff hydraulic conductivity or flow percentage and 
can thus be expressed probabilistically <say by developing 
histograms of these cutoff values from the many realizations 
generated by Monte Carlo simulation>. This definition of 
channels seems not only more practical but also conceptually 
more appealing that trying to view channels as openings in 
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an otherwise essentially impeDDeable rock for reasons· already 
discussed. The proposed definition of •channel contact 
area• as a relative concept depending on the choice of 
cutoff values further avoids the contradiction that arises 
when one speaks of a •vetted channel surface• (Abelin et 
al., 1987a,b> while the entire rock mass is saturated with 
water and hence •wet• below the water table, whether or not 
some portions of it are designated as channels. 'rbe proposed 
channel definition also avoids the artificial division of 
the roclc into •JDObile and stagnant pools of water• because 
flow takes place everywhere while the rate varies over a 
broad spectrum of values • 

Unconditional simulation ignores the fact that hydraulic 
conductivities may actually be Jcnown at specific locations 
in the rock where packer tests have been performed. There
fore, the generated log hydraulic conductivities usually 
differ from those actually measured at these locations. A 
.are efficient way to account for the available info~tion 
is to generate realizations of equally likely log hydraulic 
conductivity patterns by conditional Monte Carlo simulation 
which reproduces the measured values at specific locations 
and thus provides a better representation of the actual log 
hydraulic conductivity distribution at a given field site. 
Such simulation is called •conditional• because the generated 
fields correspond to measured log hydra~lic conductivities 
along each borehole, i.e., they are conditioned on the 
available packer test data. 'rhe method is analogous in 
principle to that of generating fracture networks so as to 
preserve the location, number and orientation of fractures 
as measured in boreholes or along rock exposures in the 
manner discussed by Andersson et al. <1984) and Andersson 
and Dverstorp <1987a>. 'rhe difference is that here we speak 
of conditional simulation over a continuum based on measured 
hydraulic conductivity data which is preferred for reasons 
discussed earlier. 

Prior to conducting conditional silllul.ation it is COIIIIDOn 
to obtain a smoothed estimate of how log hydraulic conductiv
ities vary between the boreholes by kriging. 'rhe latter is 
a geostatistical method of interpolating (and/or averaging> 
measured data that are correlated in space. In addition to 
providing estimates of log hydraulic conductivity over 
selected volumes (equal to or larger than the cylinders of 
rock affected by packer tests) in three-dimensional space, 
kriging also yields infonaat.ion about the quality of these 
estimates. Such information includes the variance of the 
error associated with each estimate and the covariance 
structure of these errors. As mentioned in the introduction, 
Ramirez <1986> demonstrated that the kriged estimates of log 
hydraulic conductivity obtained by Jones et al. <1985> and 
Neuman et al. <1985> correlate favorably with a geophysical 
tomographic image obtained for a vertical cross-section in 
granites near Oracle, Arizona, by Lawrence Livermore National 
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Laboratory. By .OOelllng groundwater flow over a kriged 
field of log hydrau1ic conductivities one can obtain BJDOOthed 
estimates of channels and their contact area with the 
surrounding rock under arbi tra..ry flow regimes, in the .aanner 
discussed before. 

Conditional Monte carlo si.mul.ation is perfol:lled bY 
adding a positive or negative randoa value to each log 
hydraulic conductivity estimated by kriging. Examples 
published by -!ones et al. (1985> and Neuman et al. (19.85> 
show that while .est conditionally sr.ulated log hydraulic 
conductivity distributions retain the underlying features of 
the distribution estimated by kriging, they are generally 
less smooth. By generating a large number of equally likely 
log hydraulic conductivity patterns which however coincide 
with measured values where such exist, conditional simulation 

·can be used to study groundwater flow and radionuclide 
transport through fractured rocks (including dispersion, 
channeling, and contact areas between channels and the 
surrounding rock through which sorption and aatrix diffusion 
might take place) in the same manner as outlined above in 
connection with unconditional simulation, yet :.>re realistic
ally for given field sites. An example is the work of 
Sill~an <1986) who studied the nature of high permeability 
channels in the Oracle granites by unconditional as well as 
conditional simulation. · 

Conditional simulation of the kind just described is 
more realistic than unconditional simulation because, by 
being true to the measured log hydraulic conductivity data, 
it tends to yield information about flow and transport that 
is less tincertain <has smaller variance) than without 
conditioning. In principle, the simulation can be .ade even 
more realistic by conditioning not only on .easured log 
hydraulic conductivity data but also on measurements of 
hydraulic head within straddle intervals and elsewhere in 
the rock. Clifton and Neuman <1982> have shown how this can 
be done by means of inverse groundwater flow :.>delllng for 
the Avra Valley aquifer in southern Arizona, and demonstrated 
that such conditioning in fact greatly improves the quality 
of the analysis <by reducing the variance and thus, uncert
ainty>. Andersson and Overstorp <1987b, p.28> recognize 
that conditioning their fracture network model for Stripa on 
hydraulic data, in addition to geometric information, could 
potentially improve their results. However, it is rare to 
possess enough hydraulic data .in fractured crystalline rocks 
to make conditioning on them possible. As already stated, I 
.shall propose below a slight modification of the current 
"single fracture channeling" experimental program at Stripa 
which should generate the data for such an analysis in a 
single fracture. 
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llODELLIRG FLOW AND TRANSPORT 
BY I!EAHS OF EFFECTIVE PARAMETERS 

In the previous section we dealt with a description of 
flow and transport paths by unconditional and conditional 
Monte Carlo s~ulation at a level of detail compatible ·with 
the smallest scale of single-hole packer tests for which 
statistically significant data are available. Such high 
spatial resolution is useful for gaining qualitative and 
quantitative insight into the nature of aigration paths and 
for designing as well as interpreting hydraulic or tracer 
experiments on relatively small scales. ~e same resolution 
is however too fine for many perfo~ce assessment studies 
where flow and transport on larger scales are of interest. 
For a large number of such studies one should be able to use 
numerical models <finite difference, finite element) with grid 
sizes well in excess of those represented by typical single
hole packer tests. The question is what flow and transport 
equations should one use in these larger-scale, coarser grid 
models and what •effective parameters• should one assign to 
the corresponding grid points or elements? We shall see 
that here, again, the stochastic contiriuum approach yields 
formal answers based on data of the same kind discussed till 
now. 

The literature shows that groundwater flow can be 
described quite reliably with the same equations (Laplace, 
Poisson, hydraulic diffusion) on a variety of scales provided 
one knows how to assign appropriate •effective hydraulic 
conductivities• to the ·qrid points or elements of numerical 
models. Theoretical expressions exist <Gelhar and Axness, 
1983; Neuman and Depner, 1988> with which it is possible to 
predict the effective hydraulic conductivity tensor (ellipso
id) of a statistically anisotropic log hydraul:ic conductivity 
field in three dimensions on scales considerably larger than 
the correlation distance provided the variance is not too 
large. For grid blocks that are smaller than several t.illles 
the correlation distance or · for fractured rocks in which the 
log hydraulic conductivity variance is .uch greater than 
unity, these equations may not apply. Here one can follow 
one of two options. 

The simplest though less reliable option is to transform 
the statistically anisotropic rock domain into an equivalent 
isotropic domain as explained by Neuman et al. (1987b>, use 
kriging to estimate mean log hydraulic conductivities for 
the grid blocks as done by Clifton and Neuman (1982), and 
back transform into the original domain. In addition to 
providing equivalent log hydraulic conductivity estimates 
for arbitrary size <or shape> grid blocks, this approach 
also yields a variance for each estimate and the covariance 
between estimates in different blocks. One should then be 
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able to s.iJIIulate groundwater flow over the grid 
deterministically if the estimation variances are small (as 
may happen for large grid blocks> or stochastically other
wise. Methods for performing such stochastic analyses range 
from conditional Monte Carlo simulation as done by Clifton 
and Neuman (1982> to approximate methods that are faster but 
limited to small estimation variances. 

The more rigorous though time consuming option is to 
superimpose on each coarse grid block and its vicinity a 
much finer grid compatible with the scale of the packer 
test data as discussed in the previous section~ generate by 
unconditional or <preferably> conditional simulation corre
spondingly detailed descriptions of log hydraulic conductivity 
variations over this fine grid; solve numerically the relevant 
flow equation over each simulated field; from the results, 
estimate the mean and variance of the effective hydraulic 
conductivity of the coarse grid block; repeat the process 
for each coarse grid block~ and finally simulate groundwater 
flow over the grid deterministically or stochastically as 
proposed in the previous paragraph. 

When it comes to radionuclide transport the situation 
is much more complex because the governing equations and 
the associated parameters are both strongly scale-dependent. 
It is now widely recognized that spatial variations in 
hydraulic conductivity cause fluctuations in the subsurface 
groundwater velocity which in turn are the main cause of 
dispersion in the field. '!'he traditional way to .adel 
subsurface radionuclide transport is to rely on analogy to 
Fick's law of diffusion ·which leads to the well-known 
advection-dispersion equation. The common assumption is 
that dispersion can be quantified by means of a constant 
property of the rock, called "dispersivity," which when 
multiplied by the mean velocity gives the "dispersion 
coefficient." The dispersivity is measured in·units of 
length and is different in the longitudinal <parallel to 
mean flow> and transverse directions. The Fickian analogy 
~plies that a slug of contaminant will disperse into a 
plume which grows linearly with time at a rate equal to 
twice the dispersion coefficient. 

- Theory <Dagan, 1982, 1984, 1987, 1988~ Neuman and 
Levin, 1988~ Zhang and Neuman, 1988> and field experiments 
in porous geologic media <Peaudecerf and Sauty, 1978~ 
Freyberg, 1986> show that during the early stages of plume 
development, before its center of gravity has travelled a 
distance several times larger than the correlation scale of 
the log hydraulic conductivities, it spreads at rates slower 
than linear with time. Since this behaviour goes contrary to 
the Fickian analogy, the advection-dispersion equation fails 
to properly describe plume behaviour at early stages: the 
transport is generally non-Fickian and cannot be character
ized by a constant dispersivity. In fractured crystalline 
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rocks such as found in Sweden heterogeneities appear on a 
variety of scales, from small fractures to major fracture 
zones. As a plume spreads through such rocks, it is expected 
to encounter heterogeneities on continuously increasing 
scales which are correlated over larger and larger distances. 
Hence radionuclide plumes in Swedish crystalline rocks are 
not expected to obey the Fickian analogy ( ezcept perhaps 
temporarily as they spread through relatively homogeneous 
rock masses) and it may be incorrect to .xlel the11 based on 
the standard advection-dispersion equation. 

A similar view has been voiced by Abelin et al. <1987b, 
p. 58>s "The mixing required for the process to become one 
of hydrodynamic dispersion, in the sense that it may be 
modelled as a Fickian process, may not be sufficient over 
the distances of interest ••• It may be expected that the 
mixing will eventually be sufficient to obtain Fickian 
dispersion. This may not happen in media where even larger 
features are encountered when the distance increases." 

In relatively homogeneously fractured rock masses 
between major fracture zones in Sweden, the correlation 
scale is expected to be of the order of tens of meters 
<this should be checked with available data as proposed 
below> • Hence tracers injected into Swedish crysta11ine 
rock may be expected to behave in a non-Ficldan sanner for 
distances well in excess of a hundred .eters even in the 
hypothetical absence of local fracture zones. The interpre-
tation of such tracer tests is further complicated by the 
fact that existing theories of both non-Fickian and Fickian 
transport cannot predict actual concentrations at a given 
point within a plume at a given time; they can at best 
estimate them. The quality (variance) of these estimates 
increases with travel distance from the source but is expected 
to be very poor during the early stages of plume development 
<Dagan, 1984, 1987>. Hence the results of tracer tests 
conducted on scales of less than several hundred :.eters :miSt 
be considered highly ambiguous. This is one reason why I 
shall suggest below that a large-scale, long-te~ unifo~ 
gradient experiment be supported in Zone 2 at Finnsj6n where 
permeability is high enough to allow monitoring the plume 
o~r large distances. 

Infonaation about the spatial variability of log 
hydraulic conductivities can be used, in the context of the 
stochastic continuum concept, to predict approzillately how 
large-scale dispersivities and dispersion coefficients will 
vary due to channeling in a fractured rock under non-Fickian 
and Fickian regimes (Dagan, 1988; Zhang and Neuman, 1988>. 
The latter authors have derived theoretical expressions for 
dispersion as a function of plume travel distance which are 
three-dimensional and account for anisotropy due to the 
presence of channels or fracture zones. They are therefore 
much more general than earlier theories due to Mercado 
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<1967>, Matheron and de Marsily <1980>, and Neretnieks 
<1983> discussed by Abelin et al. <1987b, p. 60 >. One can 
use these theoretical results to estilllate quantitatively how 
radionuclide plumes will spread through large volumes of a 
given rock during both non-Fickian and Fickian regimes by 
using either random walk or semidiscrete numerical techniques 
of the kind recently proposed by Neuman and Levin <1988> . 
However, these theoretical developments are new and currently 
lLmited to rocks with a small log hydraulic conductivity 
variance. It_ is extremely important that the underlying 
concepts, foDDUlae, and numerical .ethods be validated 
against suitable field tracer experiments. A carefully 
designed uniform gradient tracer experiment in Zone 2 at 
Finnsjon may, precisely because the zone has high permeabil
ity, help partly achieve this goal. 
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PROPOSAL FOR ANALYSIS OF EXISTIHG SWEDISH DAD 
USING STOCHASTIC COHTIRU'DH CORC~ 

The preceding text has provided motivation for the 
analysis of hydraulic data ·from crystalline rocks in the 
context of stochastic continuum theories and explained. how 
such an analysis can provide answers to many performance 
assessment issues relevant to such rocks. Investigations 
conducted at ~arious sites in Sweden over the last decade 
have generated a vast amount of information and data most of 
which have been analyzed by methods other than those proposed 
here. The work done to date has contributed enormously 
toward our understanding, among many others, of fractures 
and fracture zones in Swedish crystalline rocks and their 
effect on groundwater flow as well as tracer migration. 
Even though this work was usually not done with an eye 
toward providing data for theoretical analysis within the 
stochastic continuum context, a surprising amount of the 
available data is in fact amenable to such an analysis to 
various degrees. The purpose of this section is to outline 
briefly some analytical possibilities with existing data 
which, it is hoped, will provide impetus for more focused 
field and theoretical work along similar lines in the future. 

1. As a preliminary exercise, it··may be of some interest 
to check whether semivariograms can be developed for log 
hydraulic conductivities from single-hole packer tests 
conducted over 25 m sections in boreholes down to about 
700 mat Fjallveden <Ahlborn et al., 1983a>, Gide! CAhlbom et 
al., 1983b>, Kamlunge .<Ahlborn et al., 1983c>, Svartboberget 
<Ahlborn et al., 1983d>, and possibly other sites where 
similar data are available. The analysis would be made 
difficult by the existence at these sites of numerous sections 
in which the log hydraulic conductivity is at ~r below the 
instrument measurement limit, a decrease in measured values 
with depth in some but not all the boreholes, and the variable 
inclination of the boreholes. These difficulties could 
possibly be surmounted by analyzing all data from boreholes 
at a given site which have more or less similar inclination 
simultaneously <instead of .borehole by borehole>, ignoring 
v~ues at the measurement limit and/or attempting to estimate 
them by various means <say multivariate analysis of the kind 
employed by Andersson and Lindqvist, 1988, on data from the 
Klipper!s site>, and either limiting the analysis to data 
below 200 m where most of the change with depth occurs or 
attempting to filter out an appropriate drift. 

The purpose of this exercise would be to check whether 
variogramy is at all possible with such data, and whether 
variograms based on 25 m straddle intervals attain a finite 
correlation distance over a depth of 700 m; if so, how does 
the correlation scale vary from site to site, from rock type 
to rock type, and how does it compare with correlation 
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scales based on smaller straddle intervals elsewhere. This 
may provide valuable insight into the issue of scale as it 
affects groundwater flow and contaminant transport in Swedish 
crystalline rocks. 

2. The single-hole packer test data from Finnsj6n 
<Andersson et al., 1988a,b> are unique in the world in that 
the straddle intervals vary systematically from 20 m down to 
3 m over the entire 700 m depth of several boreholes and 
from 2 m down to 11 em in segments of the subhorizontal Zone 
2. The data appear well suited for the calculation of 
separate semivariograms using the 20 m, 3 m, and 2 m data. 
A comparison of their correlation lengths and sills <varian
ces) should provide information about how these parameters 
change with the scale of measurement at a given site. In 
the text we talked about the need to regularize and deregular
ize <convolve and deconvolve) semivariograms; the availability 
of data measured on different scales within the same borehole 
should provide an unmatched opportunity to test how well 
the existing regularization and deregularization formulae 

.work on log hydraulic conductivities from fractured crystal
line rocks. We further talked in the text about how local 
variations in fracture orientations from one test interval to 
another should manifest themselves as random noise in the 
nugget of a semivariogram; the Finnsjon data can be used to 
check the degree to which this noise depends on borehole 
direction by comparing among themselves the nugget values 
obtained from boreholes having variable orientations <which 
can then be studied in relation to fracture orientations 
relative to each such borehole>. 

By comparing the correlation lengths associated with 
semivariograms from boreholes having different inclina-
tions, it may be possible to draw some conclusions about 
statistical anisotropy at the Finnsjon site. It may further 
be of interest to check how does this anisotropy depend on 
the scale of measurement as represented by the straddle 
length and on the manner in which Zone 2 is treated. The 
options with respect to Zone 2 are a> to anal~e data measured 
in it jointly with those measured in the bedrock above and 
below as if they belonged to the same population, b> do the 
same after filtering out the effect of the zone by means of 
a~uitable drift function, or c> perform variogramy separately 
on data from the zone and from the bedrock. Inclusion of the 
zone without filtering out a drift is expected to cause an 
increase in the sill and the correlation scale. It is most 
important to ascertain this effect as well as its magnitude. 

Once variogramy of the Finnsjon data is completed, one 
can attempt to predict effective hydraulic conductivities 
for selected volumes of the bedrock and Zone 2 by kriging 
and/or simulation. As Zone 2 has been subjected to large
scale pumping tests <Andersson et al., 1988c>, it should be 
possible to compare the transmissivities and horizontal as 
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well as . vertical hydraulic conductivities obtained from 
these tests with. predictions made on the basis of single
hole packer test data. A joint analysis of the pumping test 
and single-hole data patterned after Neuman and Depner 
<1988> should yield a correlation length for Zone 2 parallel 
to its pl_ane <there are no sui table single-hole measurements 
to allow determining ~this correlation length from packe.r 
tests alone>. Such an analysis is expected to indicate the 
correlation length parallel to Zone 2 is very large compared 
to that normal to the Zone 2, without necessarily providing 
a reliable. numerical estimate of the ratio between them. 
This, however, should be enough to justify analyzing -disper
sion in Zone 2 as if the latter was a two-dimensional, 
almost perfectly layered aquifer. The proposed analysis of 
dispersion is discussed next. 

3. If indeed the horizontal correlation length of log 
hydraulic conductivities in Zone 2 at Finnsj6n is much 
greater than the vertical as expected based on current 
information, one should be able to predict dispersion of 
tracer through it on the assumption that the zone acts as an 
almost perfectly stratified aquifer. In this case, dispers
ion through Zone 2 is not expected to be Fickian and models 
based on the classical advection-dispersion equation may not 
apply. Analytical expressions exist <Zhang and Neuman, 
1988> that can be used to calculate how dispersivities and 
dispersion coefficients will vary with travel distance from 
the source in a uniform mean velocity field under either 
non-Fickian or Fickian conditions. To test the validity of 
these expressions, it is necessary to conduct tracer experi
ments under a natural or artificially imposed uniform mean 
hydraulic gradient and -a proposal to this effect will be 
made in the next section. 

As a preliminary exercise, one can make spme rough 
comparisons between such theoretical predictions (suitably 
accounting for the assumption of uniform mean velocity> and 
dispersivities or dispersion coefficients obtained directly 
from tracer tests currently conducted in Zone 2 by the 
Swedish .Geological Company under radial flow conditions. 
Another exercise worth performing at this stage is numerical 
prediction of how tracer plumes might spread through Zone 2 
ur.lder natural or imposed uniform mean hydraulic gradients by 
using the semidiscrete method of Neuman and Levin <1988>. 
The latter computational method works for both non-Fickian 
and Fickian conditions and can thus be used to investigate 
various scenarios under my proposal in the next section to 
fund a large-scale, long-term uniform gradient tracer experi
ment in Zone 2 at Finnsj6n. The outcome of these two 
exercises may be helpful in deciding whether the proposed 
tracer experiment is scientifically useful and technically 
feasible • 
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4. At Stripa, a large number of boreholes with inclin
ations varying from horizontal to vertical have been packer 
tested. Single-hole log hydraulic conductivities have been 
evaluated over straddle intervals of a few meters in bore
holes extending from the surface down to depths exceed_ing 
300 m and boreholes drilled around the LBL ventilation 
gallery at depth (Gale, 1981>, a fan array of boreholes at 
the site of the cross-hole experiments <Black et al., 1987; 
Olsson et al., 1987>, and the so-called E, Nand V holes 
<Carlsson and. Olsson, 198Sa-c). A geostatisti~al analysis 
of these data could be useful in several ways. First, the 
Stripa data may provide a unique opportunity to compare 
semivariograms of log hydraulic conductivities in many 
different directions at a single site, thus making it possible 
to evaluate statistical anisotropy directly (the only other 
such evaluation at Oracle, Arizona, was indirect as reported 
earlier in the text). By comparing the nugget values of 
these semivariograms and relating the results to available 
information about fracture orientations, one should be able 
to test how appropriate it is to treat packer tests data as 
representative of a scalar underlying log hydraulic conduc
tivity field as suggested in the text, and how correct is it 
to treat the effect of variations in fracture orientations 
from one straddle interval to another as uncorrelated random 
noise. •. 

Another use for variogram analysis of the Stripa data 
arises in connection with the cross-hole experimental site. 
Seismic and radar geotomograms compare nicely among themsel
ves along several planes spanning pairs of boreholes within 
the fan array at the site <Olsson et al., 1987, pp. 69 -
74). As stated earlier, a radar tomogram of the Oracle 
granite in Arizona compared favorably with a map of log 
hydraulic conductivities obtained from single~hole packer 
test data by the geostatistical method of kriging. It would 
be of great interest to attempt a similar comparison between 
the geophysical tomograms and hydraulic conductivities at 
Stripa. Though some relationships between the two have 
been noted by Olsson et al. <ibid, pp. 94 - 101>, these 
authors nevertheless conclude that <ibid, p. 98> •there is 
no one form of viewing the hydraulic data so as to get 
direct agreement with the geophysical results.• Yet kriging 
has apparently not been attempted by these authors although 
it appears easy to do. I recommend kriging the data within 
the three-dimensional domain spanned by the fan array 
boreholes and comparing the results with existing tomographic 
images. 

It is also my understanding that radar tomography is 
currently being used by the Swedish Geological Company to 
outline the manner in which a salt solution, injected into 
the rock at the cross-hole site in Stripa, migrates away 
from its source. It would be most interesting to compare 
such tomographic images with a kriged map of log hydraulic 
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conductivities for the site. The same images could also be 
compared with predictions of plume propagation obtained by 
conditional simulation coupled with numerical tracking of 
tracer particles in the manner discussed earlier. This 
could provide an excellent opportunity to validate experiment
ally the extent to which the stochastic continuum approach 
is able to provide meaningful information about channeling 
in a fractured granite and solute transport within these 
channels. 

Hudraulic head data at the Stripa cross-hole site may 
or may not be suitable for improving the kriged estimate of 
log hydraulic conductivity by inverse modelling, a question 
that seems worth investigating. Such inverse modelling 
could in principle be performed under steady state flow 
assumptions by using the so-called •environmental hydraulic 
heads• obtained for each straddle interval at the site, or 
under combined steady state and transient flow assumptions 
by including in the analysis results from the cross-hole 
hydraulic tests. Using the kriged estimate as prior informa
tion in the manner of Clifton and Neuman <1982>, while 
employing the inverse method developed by Carrera and Neuman 
<1986a-c>, should insure that the analysis leads to meaningful 
results which are not worse, but possibly better, than the 
original kriged estimate. · 

A yet additional use for variogram analysis of the 
Stripa single-hole log hydraulic conductivity data is related 
to the 3-D migration experiment of Abelin and Birgersson 
(1987> and Abelin et al. Cl987a,b>. At this site there is a 
paucity of direct hydraulic conductivity measurements and 
therefore, neither kriging nor conditional simulation can be 
used to develop a picture of how these quantities vary 
within the rock. Hence it is not possible to reproduce the 
pattern that channels form beyond the walls of the test 
tunnel during the 3-D migration experiment. There may, 
however, be merit to performing unconditional simulations of 
possible tracer migration patterns during this experiment by 
using the semivariograms determined from other boreholes at 
Stripa, especially those located not too far from the 3-D 
experimental tunnel. Such .simulations will probably not 
r~roduce the observed breakthrough of tracer into the 
tunnel because they cannot account for disturbances created 
near the wall as a result of excavation, such as the possible 
formation of a nonuniform low-permeability skin. Uncondi
tional simulations may, however, enable one to study generic 
issues of channeling, channel contact area as a function of 
cutoff hydraulic conductivity or percent flow, the potential 
importance of diffusion across such a contact area, longi
tudinal and transverse dispersion due to channeling, and the 
manner in which such dispersion varies with distance between 
the injection and sampling points of tracer. By performing 
such generic analyses with actual semivariograms from Stripa, 
they become relevant to the site and therefore more than 
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just a theoretical exercise. The results of these analyses 
should prove helpful in evaluating current notions about the 
migration of tracers through fractured rocks, reevaluating 
some of the observations made previously at the 3-D migration 
test site, and designing new tracer experiments in the future. 

PROPOSAL FOR EXTENSION OF PLAHHED FIELD EXPERDIEHTS 
AT FIRHSJOR AND STRIPA 

The scope of this paper is limited to a brief overview 
of selected data at a limited number of Swedish -field sites, 
and a small number of experiments taking place currently or 
planned for the very near future at Finnsjon and Stripa. It 
is not the intention of this paper to propose field work 
beyond that already being conducted or planned, nor to make 
proposals concerning the direction that such field work 
should take in the future. The only general recommendation 
would be that future field experiments concerning groundwater 
flow and radionuclide transport in fractured crystalline rocks 
attempt to collect data with the specific purpose, among 
others, of insuring that these are amenable to geostat
istical and stochastic analyses of the kind promulgated in 
this paper. 

1. At Finnsjon, tracer experiments are currently 
conducted in Zone 2 under conditions of radial flow and 
tentative plans exist for two additional test: a doublet-
type injection/ withdrawal test, and a long-term natural 
gradient test. For reasons discussed in the previous two 
sections I consider it very important that large-scale, 
long-term tracer experiments be conducted under conditions 
of a uniform mean hydraulic gradient whether the latter is 
natural or imposed. The need for a uniform mean gradient 
arises because existing stochastic theories of non-Fickian 
and Fickian dispersion, which it was stated appear to be 
most appropriate for the interpretation of field tracer 
tests yet which at this stage still require experimental 
validation by such tests, have been developed under this 
restriction. The question whether this uniform mean. gradient 
should be natural or imposed has lesser theoretical importance 
and depends on considerations of technical and economic 
feasibility. In particular, the test must be conducted on a 
sufficiently large scale to insure that the plume of tracer 
has covered all scales of heterogeneity which the rock to be 
characterized exhibits. If the rock to be characterized is 
Zone 2 then the plume center of gravity must travel far 
enough to insure that the rest of the plume has encountered 
a statistically significant sample of fractures and other 
discontinuities of all sizes and orientations within this 
zone. This may take a longer time under a natural gradient 
than under an imposed gradient of greater magnitude, yet 
creating an artificial uniform mean gradient requires 
additional wells and is therefore more difficult and costly. 
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To interpret the results of such a tracer test in the 
context of existing non-Fickian and Fickian stochastic 
theories, it is not enough to sample concentration as a 
function of time in a few wells. Instead, it is necessary 
to obtain such breakthrough relationships from several 
levels in a sufficiently large number of wells to make 
possible delineating the geometry of the plume as the .. latter 
migrates away from its source. The reason is that existing 
theories define dispersivities and dispersion coefficients 
in terms of t·he spread of a plume as measured by its second 
spatial moments, and it is not clear that equivalent informa
tion can be obtained .from time variations of concentration 
in a small number of wells. Thus, additional wells would 
have to. be drilled into Zone 2 at Finnsjon to form a linear 
array parallel to the main direction of expected plume 
propagation in order to make possible delineating the plume 
along its longitudinal axis at all times. Still additional 
wells would be needed along three or four transacts perpen
dicular to the former in order to delineate the transverse 
axis of the plume as it crosses these transacts. Existing 
wells could, of course, be integrated into this network. It 
would be extremely important to perform packer tests over 2 
m intervals in all of these boreholes so as to provide a 
better statistical sample of log hydraulic conductivity 
variations normal to Zone 2 than is CUfrently available, and 
to further enable one developing semivariograms in directions 
parallel to Zone 2 which existing data do not allow. 

Zone 2 is ideal for the proposed uniform mean gradient 
test precisely because it has unusually high permeability. 
What is at stake is fundamental understanding of migration 
in a fractured crystalline rock and the validation of a 
theory, not just the characterization of Zone 2 at Finnsjon. 
A major advantage of this zone is that tracers will spread 
through it over much greater distances and much faster than 
through less permeable rocks and can be sampled more easily, 
thus rendering the performance of a large-scale trace~ test 
technically feasible. Another advantage of Zone 2 is that 
it has already been extensively tested and much information 
exists about its properties as well as those of the ·. rock 
above and below. As the zone is not very deep, drilling 
aqditional boreholes into it may not be too demanding 
financially. Equally important is the near horizontal 
layout of Zone 2 which makes drilling into it and testing it 
either hydraulically or with tracers much easier than would 
otherwise be the case. The generic information gained from 
such a test should be applicable, in principle though not in 
all details, to less permeable rocks as well. Tracer tests 
will of course be required in less permeable rocks but these 
are expected to pose more difficult technical challenges and 
be therefore more expensive and possibly less conclusive. 
Their design and interpretation should be greatly facilitated 
by the knowledge gained from the proposed test in Zone 2 at 
Finns jon. 
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2. At Stripa, "channeling experiments" in single 
fractures are currently being initiated under the auspices 
of the OECD/NEA Stripa Project, Phase III. According to 
Neretnieks <1988, p. 11> "Two types of experiments will be 
performed: single-hole tests and double-hole tests. 
Boreholes will be drilled in the plane of a fracture so 
that the fracture is accessed along both sides of the hole. 
A specially designed packer <caterpacker> with 20 five em 
nearly square rubber cups on each side of the centre tube 
system is inserted in the hole and the cups are pressed 
against the wall with the fracture. Individually monitored 
water flows are injected into the fracture segments. The 
whole system is designed in such a way that the fracture 
everywhere is subject to the same pressure. In the double
hole tests, tracers will also be injected. A computerized 
control and monitoring system has been specially designed. 
The flow measurement to the individual cups is done by 
measuring the change of height of a water column with time 
in a tube. The smallest flowrate which can be measured to 
an individual cup is less than 0.1 ml/h. The measurement of 
the other flows is done by use of precision scales." 

The above equipment, perhaps with minor modifications 
and some additional time and cost, seems ideal for hydraulic 
geotomography. In a fracture penetrated by two boreholes, 
determine the hydraulic conductivity of the fracture in the 
immediate vicinity of each 5 em straddle interval by usual 
methods. Then perform hydraulic cross-hole tests by inject
ing water into each 5 em interval in one borehole under 
constant pressure and monitoring corresponding changes in 
pressure with time in each 5 em interval within both the 
injection and other borehole. Repeat the same by injecting 
water into as many 5 em intervals in both boreholes as 
possible. To obtain a measurable signal in intervals 
intersecting low permeability portions of the-fracture may 
require hours to days, which is more than the current plan 
for the channeling experiment allows, hence additional funding 
may be needed. The response time may also be much longer 
when injecting into a low permeability interval than into a 
high permeability interval. However, injection should take 
place into as many intervals as possible, and time should be 
a~owed for the registering of positive readings in as many 
pressure monitoring intervals as possible, to make the 
proposed experiment successful. 

The transient cross-hole pressure data, if sufficient 
in number, should be amenable to geotomographic analysis by 
inverse modelling of the kind described by Carrera and 
Neuman <1986a-c>. This method of interpretation differs 
fundamentally from methods currently used by geophysicists 
to analyze seismic and radar signals in tomographic mode. 
Instead of treating the signals as wave-like disturbances 
which propagate along straight lines through the rock as is 
common in geophysics, hydraulic inverse modelling solves the 
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governing flow equations <representing mass conservation 
coupled with Darcy's law> numerically over the rock volume 
<in our case, over the plane of the fracture>. ~his is done 
by subdividing the fracture plane between the two boreholes 
into rectangles and estimating the effective hydraulic 
conductivity of each rectangle by minimizing a suitable 
measure of the difference between recorded and computed 
pressures in the two boreholes. 

Such hydraulic geotomography would constitute a complet
ely new concept and eiperimental design, providing a detailed 
picture of how hydraulic conductivities are distributed in 
the fracture interior. ~he hydraulic geotomogram is expected 
to yield a much more accurate representation of this distrib
ution than would be possible with kriging or any other 
method. ~he picture thus created can be used to analyze the 
nature of channels within the fracture in the manner discus
sed earlier in connection with a fractured rock mass, the 
difference being essentially that between a two-dimensional 
and a three-dimensional body. One could then predict how a 
tracer may migrate through the fracture during the subsequent 
tracer test and compare with actual observations of tracer 
arrival. Another option might be to analyze the tracer and 
hydraulic data jointly to generate an improved picture of 
hydraulic conductivity distribution and channeling within 
the fracture plane. ·. 
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The above assumptions yield a conceptual cross-section as shown in 

Figure 3.1. 
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P'igure A..l. Unsteady parallel flov through a homogeneous ae:d-iniinite 

aquifer tovards a fully penet=aeing channel discharging at a constant 

rate 

Figure A..2. Unsteady parallel flov of aroundvater iD a •emi-infinite 

unconfined aquifer for four different boundary conditions 



Consider the 1-D flow problen1 

I a's - s as s(x' 0) = 0 
- Ox2- lOt 

where s = drawdown 

The solution is 

At x = 0 (u = 0): 

Type curves: 

T = transmissivity 

s(x. t) = D'(u) = e -u - ~ erfc(Vu) 
s(O, t) 

* lV ~ Can con1pute T and S by means of these type curves. 

~ ~(! 
+~ J~ Y!< ~ 
~ W/VPf_lL , A ~)" 1~ 
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INFINITE-CONDUCTIVITY VERTICAL FRACTURE 

Gringarten eta!., Soc. Petrol. Engin. Jour., 14(4), 347, 1974 

Define dimensionless pressure and time as 

I Pwo<toxr.xe/xr> ~ E{f- s I 1 toxr = Tt/Sxr'l 

Xf = half fracture length Xe = half aquifer length 

In infinite aquifer 

PwD = ! jwtoxr erf [ 0.134 ] + erf [ 0.866 ] 
jtoxr Jtnxr 

+ 0.067 E1 [
0

·
018

) + 0.433 E1 [ 0 · 7~0 ) 
toxf .. . toxf 

E1 = exponential integral function. 

For late time (tDxr ~ 3): 

1 PwD = L In tDxf + 1.100 = 1.151 loglotDxf + 1.100 

This yields a slope of 1.151 for when s is plotted versus t on semilog 

paper. 

For early time (tDxf ~ 0.016): 

.---1 P-wo-= -f1Dxf-to-xf---.l 

is yields a half slope for s versus t on log-log paper. 

75""3 



If TS is known, plotting s versus vt on arithemtic paper gives a straight n 
. ( 

line: 

21TTS _ fK Yt 
Q - J Sxf2 slope = £r J Ts it 

which allows determining Xf. 

UNIFORM-FLUX VERTICAL FRACTURE IN INFINITE AQUIFER 

Here rather than the head in the fracture being uniform, the flux into it is 

uniform: 

PwD = J1TtDxr erf [ 
1 

] + ~ ~ [4t6 ] 
. 2jtoxr xr 

For late time (tDxr ~ 2): 
~------~------------------~ 

I PwD = 2(ln toxr + 2.80907) 

) 
' 
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To obtain a solution at any point in the aquifer, the latter is treated as an 

anisotropic medium with enhanced permeability parallel to the fracture by ( } 

Gringarten and Ramey (SPE Jour., 13(5), 285-296, 1993), Gringarten et a/. 

(ibid), and Gringarten (GSA Special Paper 189, 237-263, 1982). Define 

Km = scalar K of rock matrix without fracture 

Kf = enhanced K of ~ock due to fracture, parallel to it (in x direction) 

~~K-M---~~ Kf 

X.; X 
Then dimensionless pressure PfD at any (x, y, t): 

21TjKfKm b 
PID = ··Q s 

\ 

) 

_ vij to [ f[ 1 - 1/xf] rr[ 1 + x/xf J] _ 1_ [J'_]2 
Kf ctr 

- 4 O er 2\11 + e · 2\11 exp 41 Xf K;" \1f 

Where tD -- Kft s if. f . sm = spec 1c storage o matriX. 
Ssn1Xf2 

At late time: 

I , w x [KfY2 + (x + Xf)2Km] 
PfD = ~ In (2.25 t n> + 1T - 4 Xf In Kry2 + (X - Xf)2Km 

1ry JKfKm b [ yxrjKrKnl ] 
- 2xf arctg KfY2 + (x2 - Xf2)Km 

KfKm 

._) 

7&2 



At pun1ping well (x = y = 0): 

T his gives an early half slope on log-log paper which evolves toward the 

T heis (exponential integral) equation. From a curve match can obtain 

j Kf Km b and Kf /SsXf2
• A semilog straight line yields additional parameters 

associated with t'D· One needs at least two Qbservation wells to determine 

all the relevant parameters. 

Far from the well and the fracture, the drawdown varies as in a uniform 

anisotropic aquifer. In general, matching late data to the Theis equation 

may yield erroneous results. . . 
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HORIZONTAL FRACTURE 

Gringarten and Ran1ey, SPE Jour., 14(4), 413, 1974 

Kn1 = n1atrix K, acting vertically 

Kr = enhanced horizontal K of aquifer due to fracture 

tl)• 2 1 

prr) = JD t exp - *'[~] t 1.[ 2~1 ] exp[- rr] v dv 

[1 + 2 ~ exp[- H~~] cos[n:zr] cos(n~z]] ~1 

10 = Bessel function of 1st kind and Oth order 

s 

Type curves (Fig. 21) correspond to pun1ping well (r = 0, z = Zf = 1 /2b) 

with a fracture at n1id-thickness. Observe half slope at early time (an 

observation well which intersects the fracture will see a half slope). Note 

that for low Hl) the curves show an inflection typical of dual porosity beha

vior (thick aquifers show a behavior as for Hl) = oo). A straight line on 

semilog paper starts at (Fig. 22) 

I ) 

l_) 



" ype curve n1atching yields 

If Ss and b (aquifer thickness, labeled h on some figures) are known, one 

can also obtain Kf, Km, Tf. 

In general, n1atching late data to the Theis curve may yield erroneous res

u lts. However, at 

r ~ rr + 2bjif 
flow is radial with an effective K equal to Km. Here the Theis n1ethod 

can be used. 
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PRESSURE BEHAVIOR OF WEllS INTERCEPTING FRACTURES 

ll. Raghavan 
The University of Tulsa 

Tulsa, Oklahoma 

Abstract 

The pressure behavior of wells interceptins 
fractures is of considerable interest to the 
petroleum industry due to the larse nUIIIber of 
vella that have been hydraul~cally fractured to 
improve well productivity. Hydraulic: fracturing is 
rec:osnized aa one of the aajor developments in 
petroleum production technolorY within the last 
30 years. All a result of extenaive research to 
resolve differences between field results and 
expectations baaed on .ualytic:al studies, a con
aidenble body of knowledce on the perfonunce of 
fractured wells has been accumulated. This paper 
is a brief survey of the current level of under
standing of this aspect of pressure transient 
.ualyais by petroleum encineera. 

pressure became high enough to part or fracture 
the formation, the injection rate could be raised 
aianific:antly with ~ittle or no additional increase 
in pressure. Similar observations were aade by 
Dickey and Anderaan3 and Yuster and Calhoun4 in 
their studies of injection rates in water injection 
wells. These authors concluded that formations 
could be parted by excessive injection pressures. 
Similar observations were reported by other invJs
ti&ators atudyinc the use of squeeze cementing. -7 
This process normally involves the injection of a 
slurry into a porous formation. 

n 

The topics considered here include the fol
lowins: (i) the effect of vertical, horizontal, 
and inclined fractures on pressure behavior at the 
well, (ii) the influence of fracture flow capacity 
on pressure vs. time data, (iii) the effect of 
wellbore storace and d.-ge on pressure response, 
(iv) the influence of closed (depletion or zero 
recharge) or conatant pressure (complete recharge) 
boundaries. Both flowins Cld shut-in pressure 
behaviors are discussed. 

The realization that formations could be 
broken down or fractured during ac:idizing, squeeze 
cementing, .ud water injection operations, served 
aa a prec:urs~r to hydraulic: fracturing. Hydraulic 
fracturing vas introduced to the petroleum indus
try in the Hugoton gas field in western Kansas. 
This method of increasing well productivity was 
conceived and patented by Farrig of the Pan 
American Petroleum Corporation, .ud has been 
defined as "the process of creating a fracture or 
fracture system in a porous medium by injecting 
a fluid under pressure through a vellbore in order ' 
to overcome native stresses and to cause material ( ) 

This survey also indicates some ·of the 
probleiiiS that should be solved to improve our 
understanding of fractured well behavior. 

Introduction 

Virtually every commercial oil and aaa well 
has been stiaulated either at the start of pro
duction or during ita productive life. The aain 
objective of well stimulation is to brine pro
ductive capacity to commercial levels. Initially 
stimulation treatments consisted of acidizing 
vella bein& produced from limestone reservoirs. 
The first acid treatment job vas performed on 
February 11, 1932. By 1934 acidizing had become 
an accepted practice for atimulatins wells pro
ducing fr0111 intervals containing substantial 
amounts of acid-siluble components in the reser
voir rock matter. The ac:idizinc process usually 
consists of injec:tinc hydrochloric: acid (normally 
15 percent by weight) alona with surface active 
acenta and inhibitors (to protect casing and other 
equipment). 

It vas soon realized that pressure parting or 
formation liftin& also played an important part 
in the !ase with which the acidization is per
formed. For example, at pressures below those 
required to lift the overburden, very little 
fluid could be inj ec:ted; however, when the 
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failure of the porous medium. "9 

The fluid used in hydraulic: fracturing 
depends on the physical and chemical nature of the 
reservoir fluids .ud rock. Generally a proppant 
(Ottawa sand, glaas beads, nutshells, or plastic: 
particles) is also injected along with the fluid 
since hydraulically formed fractures tend to heal, 
that is, they lose their fluid carrying capacity 
after the partins pressure is released.10 

Over the past twenty-eight years hydraulic: 
fracturing has served aa· an inexpensive way of 
increasing the productive or injection capacity 
of vella. The success of many marginal wells and 
near-depleted fields can be directly attributed to 
this procedure. It is estimated that over 
500,000 wells h.ve been hydraulically fractured. 
The method h• been used to accomplish four tasks: 
(i) to overcome vellbore damage, (ii) to improve 
well productivity by creating highly conductive 
paths to the vellbore, (iii) to aid in fluid 
injection operations and (iv) to assist in the 
disposal of brines and industrial vaate material. 

The principal objective of this paper is to 
provide a summary of the state of the art on the 
pressure analysis of vella intercepted by frac
tures. It shall examine vella that are inten
tioaally fractured aa well as those that intersect 
natural fractures. This paper is restricted only 
to the examination of a single fracture existing 
in a uniform, homoseneoua porous formation; that 
is,naturally fractured reservoirs c:onsistin& of a 
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I 
system of interconnected cracks or failure surfaces 
coupled to a aatrix of different .porosity and per
meability in a random fashion are not examined. 

This critique usumes that the reader is fami
lliar with some of the developaenta in the petro
leum engineering literature. Three developments 
hich would be extremely useful for the reader to 
derstand in following the subject aatter of this 

paper are: (1) the concept of vellbore atorage, 
(11) the infinitesimally thin akin concept, and 
(iii) the pressure behavior of an unfractured well 
(plane 'radial flow) producing at a couatant r .ate 
and located at the center of a square drainage 
region vith ' tbe outer boundary closed (depletion 
or zero recharie) or at constant pressure (full 
recharge) • . Details regarding all of the above 
aspects are discussed in three monographs. Two of 
these have been Iublished by the Society of Pet
role\1111 En&ineers 1,12 and another by the American 
Gas Aasociation.l3 

Prior to coaaiderin& various aspects of 
fractured vella I shall enumerate the purposes of 
pressure transient testing and also provide ·a 
brief historical sketch of pressure transient 
analyst.. Only those papers which have a direct 
bearing to this review are mentioned. This sketch 
is intended to provide thoae in the audience not 
f.miliar with the petroie\1111 engineering ·literature 
soae idea of the parallel developments that took 
place in the ground water hydrology and petroleum 
engineering literature pertaining to pressure 
transient behavior in the 1940's and 1950's. 

Ob1ectives of Pressure Transient Analysis 

It ia well established in the petroleum indus
~ that prassure transient analysis is the most 

erful tool existing to enable an engineer to 
etermine the characteristics of a given reservoir, 

and then prepare a long-range forecast of produc
tion performance. 

Questions which a petroleum engineer normally 
encounters include the following: (1) Is the low 
productivity of a well due to 1ow formation flow 
capacity, to a low driving force for aoving fluid 
to the vellbore or to well damage? (ii) Is it 
likely to be worthwhile to perform a stimulation 
treatment? and (111) vas a stimulation treatment, 
which was conducted to eliminate formation damage, 
successful? ADawers to the above questions can 
enable an engineer to make decisions regarding 
operating practices and/or stimulation programs. 
Pressure transient tests can be used to provide 
these answers. 

Today pressure transient tests are used for 
the following purposes: (1) A quantitative 
estimate of the formation flow capacity (permea
bility - thickness product) of the volume drained 
by a well, (11) quantitative ~nformation on the 
shape and size of the drainage volume, (111) an 
estimate of the mean or average reservoir pressure 
(this is necessary for material balance calcula
tions), (iv) determination of reservoir hetero-
~neity, and (v) diagnosis of the well condition 
Ahether the region near the sandface has been 

damaged or plugged, or whether it has been 

stimulated). It is not unusual to conduct a test 
for the sole purpose of determining the well con
dition. 

Pressure Transient Analysis: 

A Brief Historical Review 

One of the earliest aeasurements of botto~ 
hole pressures vas for the estimate of the average 
or "static" reservoir pressure. This measurement 
is Ulleful in material balance calculations to 
estimate the quantity of oil and/or gas in the 
reservoir. To obtain it a producing well vas 
usually shut in for a period of 24 to 72 hours. 
The aeasured pressure after this period vas 
assumed to be the static pressure. However, it 
vas soon realized that estimates of static pres
sure were dependent on the time for which a well 
had been shut in and that the lower the permeabi
lity, the longer the tilDe required for the well to 
be abut in. This immediately led to the important 
realization that the format!~ permeability can be 
determined from a well test. To .y best knowledge 
the first determination of formation permeability 
via this nthod vu presented by Moore, Schilthuis 
and Hurst in 1933. 

In 1935, The1s15 presented a classic study 
on pump testing of water vella and discussed the 
analysis of pressure recovery data. Pressure 
recovery data are known as pressure build-up data 
in the petroleum engineering literature. The form 
of graphing and analysis suggested by Theis 
remains one of the basic techniques used in petro
leum engineering today • . In 1951, Hornerl6 summar
izing the important contributions of the research 
personnel of the Shell companies, presented the 
same method of analysis. (It should be mentioned 

· that Horner and co-workers arrived at their 
approach independently.) At approximately the 
same time, Hiller, Dyes and Hutchinson (MDH)l7 
presented an alternate method of analysis. 
Although the method& of analysis of the Horner and 
HDH procedures were different, both methods 
reported that the formation permeability can be 
determined from wellbore pressures. The relation
ship between these two methods was shown only 
recently by Iamey and Cobb •18 

In 1937, Huskat19 presented a method for 
determining ultimate static pressure from pressure 
transient data. This method is especially useful 
in situations where early time data are unavail
able or are dominated by wellbore storage effects. 

Many studies appeared during the 1940's. Of 
note in the ground water literature were the works 
of Wenzel20, Cooper and Jacob21, and Jacob.22 
Jacob23 was also the first to recommend semi-log 
graphical analy~!s for pressure draw-down data. 
In 1946, Elkins presented graphs for analysis 
of interference test data. This information forms 
the basis for analyzing many of the interference 
teats conducted today. ln .l949, van 
Everdingen and Hurst25 presented a study on the 
application of LaplaceTransforms to transient flow 
problems. Huch of the work that has followed in 
the petroleum engineering literature is a direct 
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result 'of the van Everdingen-Hurst study. 

All of the studies mentioned above concern 
pressure behavior when the vell is flovins at a 
constant rate. Though studies of vella producing 
at a constant vellbore pressure have been examined 
(Hurst26, Jacob .ad Lohman27, van Everdingen and 
Hurat25) these solutions have not been uaed in 
vell teat analyai .. probably due to the fact that 
it ia not · readily apparent bov thia condi-
tioo would affect the i!lportant cue of pressure 
build-up after the vell had been abut-in at the · 
a and face. 

Aa mentioned garlier the results of tvo 
studies by Horner1 and Miller, Dyes and Hutchin
aool7 vera presented in the early 1950's. These 
tvo methods formed the backbone of 'preasure tran
sient analysis in the petroleum induatry. Aa a 
result of the aucceaa of the above studies in 
describing pruaure behavior of vella. a truaendous 
wealth of information pertainins to pressure 
behavior under a variety of conditions has been 
accumulated. These included studies on the effect 
of damage and stimulation (van Everdinsen28 and 
Hurst29) i on the effect of partial pen!Sration 
(Hantuah o, Niale3l. · lurna32, and Prats >*,on 
vellbore storage phenomena (Agarwal, Al-Hussainy 
and Ramey34 1 llamey35 1 Ramey and Agarwal36 1 B.amey 

1 

Agarwal and ~rtin37 1 and Cooper 1 Bredehoeft and 
Papadopulos3 ) and on the effect of heterogen
eities.ll,l2 Host of these studies are summarized 
in Refs. 11, 12, 13, and 39. 

Flowing Pre55ure Behavior of Fractured Wells 

With the advent of hydraulic fracturing u a 
stimulation technique in lov permeability reser
voirs, it soon became obvioua that standard radial 
flow solutions considered by earlier works were 
inadequate for the analysis of fractured wells. 
The main problem vas that a fracture is a plane of 
high conductivity extending into the formation for 
some distance and the radial flov idealization did 
not include this aspect. 

Before proceeding further, a discussion of 
the azimuthul orientation of fractures intercept
ing vellbores is warranted. Havard and Put state 
that the azimuthul orientation depends on whether 
the porous .. dium acta u an45lutic 1 brittle, · 
ductile or plastic material. Accordins to 
Hubbert and Willis41, the general state of stress 
underground is one in which the three principal 
stresses are unequal and the plane of the hydrau
lic fracture would be perpendicular to the axis of 
the least stress. In tectonically relaxed areas 
the least stress is horizontal. Thus vertical 
fractures would result. But if orosenic forces 
are active, the direction of the least stress 
could be vertical (in this C..e it would equal the 
effective overburden stress) and could result in · 
horizontal fractures. ~ia then implies that, at 
least theoretically, the injection prusure dur
in& hydraulic fracturing must be equal to or 
areater than the effective overburden pressure for 

• This list only includes those of direct 
consequence to this paper. 

a horizontal fracture to result. 

Today it is senerally believed that hydraulic 
fracturins normally results in a ainsle vertical 
fracture, the plane of which includes the well• 
bore.42 But it is also asreed that if formations 
are shallow then horizontal fractures can result. 
The specific orientation of a fracture with res
pect to the vertical axis a.y be unidentifiable 
if it 1a a naturally occurring fracture. However, 
vertical fractures are by far the aoat common. 
Thus, aoat of the attention in the literature 
has been directed t~arda vertical .fracturu. 

Much of the early work on fractured vella 
concerned the study of steady state behavior 
using potentiometric or analytical models 
(Huakat43, Bovard and Fut44. McGuire and 
Sikora45 Prats46, van Poollen, Tinsley and 
Saundersh, Craft, Holden and Graves48, Dyes 

1 
Kemp 

and Caudle49, Tinsley, Willi-, Tiner and 
HaloneSO). Host of these papers were primarily 
interested in the productivity increase that 
would result due to a fracture treatment. Unfor
tunately 1 as shown in Fig. 1 the results are not 
in asreement.Sl Here Jact represents the produc-
tivity of the well following a fracture treatment, 
Jtheo is the productivity prior to fracture 
treatment, kf is the fracture permeability in ad., 
and v is the fracture width in feet. 

As far as pressure transient analysis is 
concerned Dyes, Iemp and Caudle49 were the first 
to investigate the effect of a vertical fracture 
on the straight line that results on a Borner or 
Miller-Dyes-Hutchinson graph. In the limited 
number of cases they examined, they concluJed that 
fractures vhich extend over 15 percent of the 
drainage radius alter the position and slope of 
the straight line on the pressure build-up curve. 
Others also studied the production response and 
pressure behavior of a closed cylindrical reser
voir producing an incompressible46 or a slightly 
compressible52 fluid through a ainsle, vertical 
fracture located at the center of the cylinder. 
They found that the production rate decline 
increases as the fracture lensth increases. Thus 1 

they auasested that lateral extent of the frac
ture c.n be deterained from a comparison of the 
production rate declioes before and after frac-

. turins, or it can be determined froa the rate 
decline if the fluid and foraatiou properties are 
bovn. Prats46 also found that if the ratio of 
reservoir radius to fracture radius vu greater 
than tvo, then the production behavior of such a 
fractured system can be represented by an equi
valent radial-flow system havins m effective 
well radius equal to one-fourth of the total 
fracture lenath. (!ll8kat43 had arrived at a 
dmilar conclusion earlier when he examined a 
fractured well iQ an infinite reservoir.) In the 
petroleum enaioeering literature this observation 
ia bovn u the "effective vellbore radius con
cept." ScottS3 developed curves of wellbore 
pressure veraua time for a fractured well in a 
cloaed circular reservoir uains this concept. 

Russell and truitt54, in a ca.prehensive 
treatment of the subject, studied the pressure 
behavior of infinite-conductivity fractured vella 
in a square reservoir usioa a finite difference 
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model. An infinite-conductivity fracture implies 
that there is no pressure drop along the fracture 
plane at any instant in time. They considered a 
homogeneous, isotropic reservoir in the form of a 
closed aquare completely filled with a alightly 
)compressible liquid of constant viacoaity. Prea
aure aradients were assumed to be a111all everyvhen 
and aravity effects were neglected. The plane of 
the fracture vaa located aymmetrically within the 
reservoir and parallel to one of the aides of the 
aquare boundary (Fia. 2). The fracture extended 
throu&hout the vertical extent of the formation 
and production at a constant rate vas assumed. to 
come only throu&h the fracture. Russell and 
Truitt computed the pressure at the vellbore as a 
function of time and fracture penetration ratio. 
Here the term fracture enetration ratio will be 
defined as the ratio xe xf and will be used con-
sistently in all of the foll8Uing. They demon
aerated the effect of fracture length on the dr.w
down and build-up behavior of a vertically frac
tured well for a vide variety of conditions. 

In 1974., Crinaarten, Ramey and ll&ghavan55 
found it necessary to re-examine the aolutions 
presented by Ruasall and Truitt as the ~uasell
Truitt atudy vas not intended for abort time 
analyais. They examined the problem analytically 
by the use of Green' a functions 56 and the Newman 57 
product method.which had been discussed earlier by 
Cringarten and Ramey~58 Cringarten,~ al., were 
also the first to present a complete and compre
hensive view of the pressure behavior of an 
infinite-conductivity vertical fracture. The 
work of Gringarten, et al., will serve aa a 
atarting point for o7lr discussion. 

The Infinite-Conductivity Vertical Fracture in 

a Closed Square Drainage Region 

Gringarten, ~ a1. 55 , have presented draw
down data for an infinite-conductivity vertically 
fractured well located at the center of a closed 
aquare drainage region and producing a alightly 
compressible constant viscosity fluid at a con
stant rate (see Fig. 2). The solution for the 
producing pressure in psi, Pwf• at time, t, 
expressed in hours is 

where 

t • 0.000264kt 
Dxf 

*In around water hydrology PwD • 2wTa/(q~) 
where s ia the head draw-down and T is the trans
missivity; dimensionless time tDx • Tt/(~xf> 

f 
where S is the storage coefficient. 
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Here, PvD (tDx , xe/xf) represents the dimenaion
f 

less wellbore pressure drop for a particular 
fracture penetration ratio, xe/xf, and ~ 1s 

. f 
dimensionless time. The formation permeability 
is denoted by kin~ •• the thicknesa by h in fee~ 
the porosity by +. the aystea compressibility by 
ct in psi-1 &d the initial pressure by Pi• The 
flow rate is q. ~~easured in Stock Tank Barrels/Day, 
the formation volume factor is B, which ia. leser
voir Barrele per Stock Tank Barrel, and the fluid 
viscosity in cp 1a ll• The distance from the c:ea
ter of the well to the external boundary ia xe 
feet, and the fracture lenath end-tHnd is 2if. 
All equation& here are expressed in oil field 
enaineering units. !'igures 3 and 4 are grapha of 
PwD vs. tDxf for the system under examination on 

log-loa and aemi-log coordinates. The fracture 
penetration ratio, xe/xf' 1a the para.eter of 
interut. 

. Prior to considering preaaure behavior in the 
bounded aystem, let us for the preaent eXAmine a 
vertically fractured well in an infinite reservoiL 
This corresponds to the xe/xf • • line on lip. 3 

and 4. Note that we are examining a fractured 
well in an infinite reservoir and not an unfrac
tured well in an infinite reservoir. !'or an 
infinite-conductivity fractured well in an infi
nite reservoir Gringarten, ~ al., have ahown that 
the wellbore preasure drop is given by the follow
ing expresaion: 

Pwo<tDx ) •! lwtDx (erf .Q..dli + er~ ) 
. f 2 f ltDx ltDx 

f f 

- 0.067 Ei (- O.OlS)- 0.433 Ei (- 0• 750) (3) 
tDx tnx 

f f 

where erf (x) is the error function of x, and 
-Ei (-x) is the exponential integral.59 At large 
values of time (tnx ~ 3) it can be shown that 

f 
Eq. (3) can be written as 

PwD (tDx ) • 1 ln tDx + 1.100 
f 2 f 

(4) 

where ln refers to natural logarithms. The above 
time limit of tnx • 3 was obtained empirically by 

f 
examining the xe/xf • • line on Fig. 4 and deter-
mining the time at which a straight line with a 
alope of 1.151/1og 1~ starta. This m.y be done by 

placing a triangle with the proper •lope on Fig. 4 · 
and checking the xe/xf • • curve for the atart of 
the straight line with the proper dope. 

For small valuea of time (tDx ~ 0.016) 
f 



(5) 

This early time period is aenerally referred to as 
the linear flow period. As shown in lis. 3 on 
los-loa coordinates this period ia characterized 
by a straight line of slope of 0.!5. The reaaoo 
for this may be seen if the logarithm of each 
aide of Eq. !5 is considered. Takina these 
logarithms we obtain 

log (pvD (tDx )] • log li +l log tDx 
f 2 f 

(6) 

Then the reuon for the '"half slope line" ia 
clear. Here the abbreviation "log" refers to 
"logarithm to the base 10." The time limit of 
tDx • 0.016 vas also obtained empirically. The 

f . 
los-log sraph vas used for this purpose and the 
end of the linear flow period vas determined by 
placing a triangle with the correct slope on 
Fia. 3 and then searching for the end of the linear 
flow period. 

From a practical viewpoint Eq. (4) implies 
that if data are obtained for a long enough per
iod, then the permeability-thickness product may 
be calculated from the slope of the draw-down 
curve. The equation to be used would be the well 
known radial flow formula: 

kh • 162.6qBII 
m 

(7) 

where m ill the slope of the straight line portion 
of the draw-down curve in psi/log"' on semi-log 
paper. It is important to note, however, that the 
start of the semi-los straight line cannot be 
determined a priori. This can be a problem in 
analyzing pressure data by this approach. 

Once the semi-log straight line baa been 
identified and Eq. (7) baa been used to estimate 
formation permeability the akin factor, a, can be 
determined from the expreaaioo12 · 

(8) 

In Eq. (8), Plbr is the pressure on the correct 

semi-loa straight line at one hour or on the . 
extrapolation of the correct semi-log straight 
line to one bourl2 and rv is the vellbore radius in 
feet. Note that the akin factor, s, is related to 
the akin pressure drop, ~Pekin• by the expression: 

• • kh ~p L.4 

141.2qBIJ •~n 
(9) 

Equation (5) contains two unknowns, k and 
xf. But if k can be determin~d then xf can be 
calculated from a Cartesian ~h of 
~P • (pi - Pwf> or Pwf va. ld~ since Eq. (5) 
indicates that 

~p. It 

The relevant formula is 

(10) 

(11) 

where a is the slope of the semi-log straight line 
and a' is the slope of the straight line on 
Cartesian coordinates in psi/&. The above 
represents the apprgach presented by ~usaell and 
Truitt54 and Clark. 0 

Grinaarten, ~ .!!· • also proposed that los
log type curve matching (actually aaaey35 
suggested this approach in 1970) be used to 
calculate permeability and fracture length. The 
basis for the type curve matching procedure is 
well-known. It will be repeated here only for 
continuity. Taking the logarithm of both aides 
of Eqs. (1) and (24 respectivel~ve have: 

(12) 

log~ • log 0.000264~ +log t 

f ·~~~X~ 
(13) 

If actual dr.w-down data are plotted as the los
aritbm of the absolute difference between initial 
pressure at the start of the teat and pressure 
after the rate change versus the logarithm of 
tiae, the actual field data should be similar to a 
los-log graph of pvD va. tDx • The difference 

between the two graphs is onfy a linear transla
tion of both coordinates, represented by the first 
terms on the right-hand aide of Eqs. (12) and 
(13}. If a proper aatch of the field curve with 
the dimensionless curve is obtained then kh/11 can 
be determined from the vertical displacement of 
the horizontal axes and. k/(+ctllxi> from the hori
zontal displacement of the vertical axes. Thus 
the permeability-thickness product and fracture 
half-length can be determined. The advantage of 
the type curve matching procedure is that the 
entire data obtained during a test can be used. 
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In addition it can be shown that the duration of 
testing can be sreatly reduced if this procedure is 
followed. 

All of the abcwe discussion pertain8 ·to a 
.ractured well 1D an infinite reservoir. Let us 

nov consider the effect of outer boundaries.· 
eturnin& to Fi&. 3 ve note that at early times 

e solutions for the bounded case are identical 
to that for a fractured well in an infiDite reser
voir. They possess an initial period eootrolled 
by 'linear flow to or froaa the vertical fracture 
surface. Durio& this period, preasure ia a func
tion of the square root of time. OD les-log 
coordinates the pressure behavior duriD& thia 
period ia characterized by a strai&ht 11De of 
elope of O.S. Folloving the linear flow period a 
pseudo--radial flow period (slope· · l.lSl/lo& 

. cycle on a semi-log araph) exiats for fracture 
penetration ratios, x./xf, anater than S. The 
pseudo-radial flow perlod beains at ~Dx • 3. This 

f 
can be deaoaatrated by plottina the araph of 
PvD ve. tDx on aeai-log coordinates (see Fig. 4). 

f 
Finally, all solutions reach pseudo--steady state 
because fluid ia _produced at a constant rate from 
a closed system.12." The .cSvantages of identifvina 
the various flow resimes are discussed later 
under "Some Practical Considerations." The time 
limits mentioned above can also be used in the 
design of field testa. 

The Uniform-Flux Vertical Fracture in a Closed 

Square Drainage Region 

During the course of their investigation on 
infinite-conductivity vertical fractures, Grin
~ten, et al., also arrived at another solution 

led the "Uniform-flux" solution. This solution 
gave the appearance of a high, but not infinite, 
conductivity fracture. Thus unlike the infinite
conductivity cue the pressure varies along the 
fracture length at any given instant in time. 
Application of these solutions to field data 
indicates that the uniform-flux solution matches 
vella intersecting naturally occurring fractures 
better than the infinite-conductivity solution. 
On the other hand the infinite-conductivity solu
tion matches the pressure behavior of hydraulically 
fractured ve~ls better than does the unifo.rm-flux 
solution. More recent experience has indicated 
that the uniform-flux solution matches injection 
well pressure data, and vella that are acid
fractured much better ·than the infinite
conductivity solution. The exact nature of these 
solutions will be discussed in the section on 
finite-capacity fractures. 

As already pointed out, the uniform-flux 
solution is useful in analyzing . data obtained from 
wells intersecting natural fractures. For a well 
in an infinite reservoir it can be shown that the 
pressure drop at the wellbore is given by: 

PvD<tox ) • lwtDx erf ( 1 ~- 1 Ei(- _1_) 
f f 2~ 2 4tDx 

. Dxf f 

(14) 

At long times, tDx >, 2, Eq. (14) aay be written 
f 

PvD (tz>x ) • t (lo tz>x + 2.80907) (15) 
f f 

This expression is similar to that for an unfrac
tured well in an infinite reservoir. For small 
times, t_ S 0.16, Eq. (5) applies. The ·uxf 
time U.aita aentioned above wen obtained along 
the same linea u for the iDfiDite-conductivity 
case. 

On the basis Qf Eqs. (5) and (lS), ve can say 
that Eqs. (7) and (11) can be used to calculate 
formation permeability and fracture leo&th, 
respectively provided that the teat is run for a 
long enough period. 

Figures (5) and (6) are log-log and semi-los 
arapha, respectively, for the pressure behavior at 
a fractured well for the uniform-flux ease. 
Aaain three different flow periods can be charac
terized. A linear flow period occurs at early 
ti~~es. This corresponds to a straight line with a 
slope of one-half on log-log coordinates (Fig. 5). 
After a period of transition, there is a pseudo
radial flow period corresponding to the semi-log 
straight line (Fig. 6). After a second period 
of transition, pseudo-steady m flow occurs, 
which is characterized by an approximate unit slope 
straight line on log-log coordinates. This flow 
period results because fluid is produced at a 
constant rate from a closed reservoir. Depending 
upon xe/xf, one or more of these flow periods may 
be missing: in the total fracture penetration case 
(xe/Xf • 1), for instance, the first transition 
period and the pseudo--radial period do not appear, 
whereas only the pseudo--radial period is missing 
for values of x./xf between 1 and 3. Figures 3 
and 5 can be used for type curve matching to 
obtain estimates of formation permeability frac
ture length, and distance to a drainage limit.55 

The pressure response shown in Figs. 3 and 5 
· may also be displayed on a different type curve 
as PwD va. tDA where tDA is the dimensionless time 
based on the drainage area, A, and is given by 

(16) 

Figure 7 displays the same information as that 
shown in Fig. 3 as pwD vs. tDA" It is convenient 

for long time analysis when bends due to the outer 
boundary become evident. As shown in Fig. 7, the 
time for the start of pseudo-steady state is 
approximately tDA of 0.12 for all xe/xf. Thus the 

vertically-fractured well reaches pseudo-steady 
state in about the same time as an unfractured 
well.in a closed square.61 Figure S may also be 

-122-



; 

displayed in a similar manner. 

61 In 19f8, Earlougher, .!.t al., showed that 
for an unfractured well in a closed square the 
time for onset of pseudo-steady state is greater 
for the well point than for any other point in the 
system. Thus pseudo-steady atate flow at the well 
guarantees that all pointe in the drainage area 
are at ·paeudo-ataady state. The same is also true 
for a Yertically fractured vell in a closed square 
drainage region.62 

Comparison of Infinite-Conductivity 

and Uniform-Flux Solutions 

Though the shapes of the infinite-conductiv
ity and uniform-flux solutions are similar, some 
of the differences are worth .. ntion. · Comparison 
of the tvo solutions indicatea that the pseudo
radial flow period begins aOIIeVhat earlier for the 
uniform-flux case (tDx • 2 for uniform-flux, 

f 
tDx • 3 for infinite-conductivity). Furthermore, 

f 
if xe/xf ~ 1, the linear flov period for e 

uniform-flux fracture exists for a much longer 
period than for the infinite-conductivity case 
(t0 • 0.16 for uniform-flux, tDx • 0.016 fo~ 

xf f 
infinite-conductivity). In conclusion, it should 
be noted that distinctions between the two cases 
vanish if x./xf • l. 

The Vertically Fractured Well in a 

Constant Pressure (Pull Recharge) Square 

Recently Raghavan and Badinoto63 extended the 
solutions presented by Crlngarten, .!.t al. ,55 by 
considering that the pressure at the outer bound
ary vas aaintained at a constant value equal to 
the initial pressure (full recharge). Figures 8 
and 9 are log-log graphs of PwD vs. tDx for the 
. f 

infinite-conductivity and uniform-flux cases 
respectively. On both of these figures the 
results shown in Figs. 3 and · s are also presented 
for purposes of COIIIP&rison. Again the line 
corresponding to x./xf • • represents a vertically 
fractured well in an infinite reservoir. 

The results in Figs. 8 and 9 indicate three 
characteristic flov periods. A linear flov period 
occurs at early times-the oae-half elope line. 
After a period of transitica a pseudo-radial flow 
period exists. Like the closed case this flow per
iod exists only for certain values of xe/xf• After 
a second period of transition steady state flow 
conditions are reached for all x./xf• This flov 
period is analogous to pseudo-steady atate flow 
behavior for vella in closed aya teas. During 
steady state the pressure at each point within the 
drainage region ia independent of time and there 
is no decline in pressure. Steady state conditions 
result when tDA • 0.4 for all x./xf• 
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For practical purposes, Figs. 8 and 9 aay be 
used for type curve aatching for the appropriate 
fracture type. If a drainage limit should become 
evident during the test, then data points would 
follow the appropriate xe/xf line. If the system 

under study ia located in a constant preasure 
square then field data would fall below the 
x./xf • • curve, and follow the appropriate xe/Xf 
line. On the other hand if the ayatem boundaries 
are closed, then data would rise above the xe/Xf 
• • curve and follow the corresponding x./xf line. 
Figures 7 and 8 aay ·also be used for analyzing 
fall-off or build-up data. This aspect of pres
aura analysis will be considered in the section on 
"Shut-in Pressure Behavior." 

For unfractured vella Buret, Haynie and 
Walker64, remarked that the ayatem boundaries 
(closed or constant pressure) affect pressure 
behavior at the same time, i.e., curves influenced 
by outer boundary conditions will depart simultan
eously from the infinite reservoir curve, regard
less of the nature of the outer boundary. The 
results in Figs. 8 and 9 indicate that this obser
Yation also applies to fractured vella for all 
cases except x./xf • l. This then implies that a 
limiting statement can be aade concerning the 
drainage volume for a fractured well which does 
not indicate a drainage boundary effect for both 
closed and constant pressure bound.ary cases 
provided xe/xf ~ l; that is, if the fracture does 
not extend to the outer boundary. 

Comparison of the results for xe/xf • 1 

for the closed and constant pressure cases 
indicates one important difference. The pressure 
drops for the uniform-flux and infinite conduc
tivity cases for _the closed reservoir are identi
cal, whereas for the constant pressure outer 
boundary case this is not so. This result is due 
to the influence of the outer boundary. For 
X./xf • l in a closed reservoir, no gradients 
parallel to the fracture exist; in the constant 
pressure reservoir this is not so. 

From the viewpoint of field applications, the 
pressure behavior for vertically fractured wells 
located in other drainage shapes is also needed. 
These may be found in Ref. 65. 

Some Practical Considerations 

As .. ntioned earlier one of the problems in 
analyzing pressure data by the semi-log approach 
is that it is difficult to locate the beginning 
of the pseudo-radial flow period. Inspection of 
the theoretical solutions, however, indicates 
that if the one-half slope line can be identified 
then the correct semi-log line should startapprox
imately two cycles from the time of the end of the 
one-half slope line for an infinite-conductivity 
fracture. For a uniform-flux fracture the time 
for start of the correct straight line 1& one 
cycle. from the end of the one-half slope line. In 
aeneral, data over a one-half cycle time period 
would be required to form a -11-defined semi-log 
line. Only thus can the proper straight line be 
identified and if early time data are analyzed at 

() 
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the test site then the total time of testing can 
be readily determined. 

A second rule • whic:b is probably more useful 
than the one stated above, is the "double-~p 
rule." In excnining vertically fractured gas vella, 
Wattenbarger66 noticed that the dimensionless 
pressure drop at the start of the aemi-log 
str&i&ht line is tvic:e that of the dimenaionless 
pressure at the top of the one-half slope line. 
This result, strictly true only for the uniform
flux cue. is the "double Ap rule." For the infinite
conductivity vertical fracture the pressure change 
between the end of the ooe-half alope line and the 
beainning of the semi-loa str&iaht line 1a approx
imately 8. In any event it is clear that the 
ratio of the pressure change must be at least 2. 
This rule is particularly useful in those cases 
where pressure behavior at an unfractured well 
dominated by vellbore storage is wrongly identi
fied as a fractured well (see lamey67 for further 
discussion). 

The Effective Wellbore RAdius Concept 

As mentioned earlier, Prats46 baa shown that 
an infinite-conductivity vertical fracture, 
producina an incompressible fluid from a closed 
ci.rcular reservoir, ·vas equivalent to an unfrac
tured well with an effective radius equal to a 
quarter of the total fracture length for ratios 
of the reservoir radius to the fracture half
lenath greater than 2. 'lbe •- is true for a 
well produci.ng a slightly compressible fluid under 
pseudo-steady state conditions.52 We can see that 
these results also apply· to a vertically fractured 
well in an infinite reservoir during the pseudo
radial period, becawse Eq. (4) can be written u 

[0.000264kt ] +0.80907} 
.Ct\1 Xf 2 

(17) 

<r> 

The effective well radius for an infinite
conductivity vertical fracture in an infinite 

·reservoir is thus exactly one fourth of the total 
fracture length. This, of course, is only valid 
for the pressure drop on the fracture during the 
pseudo-radial period, and must not be used for 
other conditions. 

The effective vellbore radii for the results 
discussed in Figs. 8 and 9 are shown in Fig. 10. 
Here Xf/Xe rather than Xe/Xf is used for conven
ience. The symbol r~ represents the effective 
vellbore radius of a vertically fractured well and 
equals the product rv exp(-s).l2 The results are 
applicable for pseudo-steady state flow (closed) 
and steady state flow (full recharge) conditions. 
Examination of the data in Fig. 10 indicates that 
the effective vellbore radius for the uniform
flux cue is smaller than that for the infinite
conductivity case. Furthermore, the value of the 
effective vellbore radius is essentially · constant 
for fracture penetration ratios, Xe/Xf > 2. It is 
also evident that the outer boundary conditions 
must be considered if this concept is to be used to 
describe pressure behavior at the well. 
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Determination of the Fracture Length from the 

Effective Wellbore Radius 

. Cringarten, .!! .!!• SS, have ~hown that the 
effective vellbore radius can be used to calculate 
fracture length if x./xf is known or if it is 
large. This procedure is simple if one notes that 
for large penetration ratios values of Xf/r~ are 
essentially constant. From Fig. 10 ve aee that 
for Xe/Xf > 2, Xf/r;, = 2 for an infinite
conductivity fracture, and Xf/~ • e • 2.71828 for 
a uniform-flux fracture. The first step is to 
estimate the akin factor, •• The second atep 
involves determining Xf/r:, from fil• 10. As 

r~ • rv exp <-> an estimate of Xf can nov be 
obtained. For example consider a uniform-flux 
fracture where z.lxf > 2. Noting that Xf/r;, :: 
e- 2.71828 the fracture half-length ia siven by 

' xf r -- • .. e-s v- e •v (18) 

Approximate Determination of Formation 

Permeability and Fracture Half-Length 

There are a number of inatances, particularly 
in tight reservoirs, in which the linear flow 
period luts for several hundred hours. Under 
these conditions neither the type curve nor the 
conventional approach aay be applicable. However, 
the last point on the half slope line may be used 
to estimate an upper limit of the permeability
thickness product. Using the resultant value of 
permeability, a corresponding fracture length may 
also be calculated. The appropriate expressions 
to be used are: 

kh 
141.2qB\I ~p • 0•215 (19) 

and 

(20) 

where llp, and t are the pressure change and time 
corresponding to the last available point on the 
hal£ slope line; Equations (19) and (20) are 
applicable for penetration ratios xe/xf >> 1. 
Equations (19) and (20) may also be used if data 
beyond the half slope line are available but are 
not suffici.ent to perform a type curve match or to 
use the semi-log graph. If natural fractures are 
to be analyzed in this fashion, then the right
hand sides of Eqs. (19) and (20) should be 
replaced by 0.76 and 0.16, respectively. 



A Finite-Capacity Vertically-Fractured Well 

in an Infinite Reservoir 

Application of the Gringarten, et al., type 
curves to hydraulically fractured vells:ln aany 
instances producu reaulta that are coapatible with 
reservoir performance and design calculation& 
prior to treaa.ent. But in ao- instances the 
reaulta are not 'compatible with design calculations 
or production performance even though field data 
aatched the type curve very well. ln aany 
1Datancea when data followina larae volume fracture 
treatment& (injection of aeveral thousand aallona 
of fluid and aeveral hundred thouaand pounda of 
proppant) were analyzed, then computed effective 
fracture lengths were amall~f the order of a few 
feet. One of the potential reaaons for thia 
anoaaly appears to be the finite flow capacity of 
the vertical fracture. To date three groups have 
published results on the effect of finite fracture 
capacity on pressure behavior.Sl,68,69 A aummary 
of the work of the three croups follows. Let 
the reader be cautioned that most of the results 
presented here repreaent only the beginning of 
the work which needa to be done to understand the 
prasaura behavior of fiDita-capacity fractures. 

Before proceeding to document the results in 
Refs. 51 1 68, tgd 69 1 let us refer back to the 
atudy of Prats which vas published almost 
fifteen years ago. It appears that the results of 
this paper have been virtually ignored. (Sur
prisinaly this paper appeared in the Society of 
Petroleum Engineers Journal and not in the Journal 
of Petroleum TechnoloiY - only a small fraction of 
the SPE lle!Dberahip subscribes to this journal.) 
The effect of finite fracture capacity defined 18 
"the product of fracture permeability and fracture 
width" vas demonStrated in this paper. Prats 
shoved that three parameters controlled the 
pressure distribution around a fractured well. 
They are,(i) the ratio of the fracture length to 
the well radius, (ii) the ratio of the reservoir 
drainage radius to the well radius 1 and (iii) 
the dimensionless fracture flow capacity, Y~ 
defined by: 

F' 
c:D 

(21) 

The first two parameters deacribe the aeometry of 
the system and the third is the measure of the 
ability of the foraation to carry fluids into the 
fracture relative to the ability of the fracture 
to carry fluida into the well. For a very effec
tive fracture,that is one which baa a areat ability 
to carry fluida, Y~ 1a amall and approaches the 

limitina value of zero for infinite fracture 
permeability. Likewise, for a very ineffective 
fracture, F~ would be larae and approaches 

infinity for the limitina caae of an unfractured 
vall. 

The effect of fracture capacity on the pres
aura distribution around a fractured well is shown 
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in Fig. 11. It ahows that the pressure distribu
tion for F~ • 0 is given by confocal ellipses. 

I ' For Fen • • the pcessure distribution is &iven ·by 
circles concentric_ with the well axis. Prats 
noted that for F~D • 100 the pressure distribution 
vas ~saentially the aame as that for an unfrae
tured well (radial flow). For intermediate values 

' of FeD the pressure distribution lies in between 
the two extremes. As the presaure draw-down or 
build-up curve is essentially the reflection of 
presaure distrib'ution in the reservoir, it is 
clear that finite fracture capacity can drastically 
influence the pressure draw-d~ or build-up trace. 

Figure 12 presents the effect of fracture 
capacity on the effective vellbore radius. Three 
obaervationa are evident: (i) If r• 0 > 28 then 
any increase in the fracture lengtfi would be tot
ally ineffective, (ii) for r~ between 1 and 28 

increaaes in productivity may be significant 
if the fracture length is increased and 1 (i1i) 
aince the foraation flow capacity is fixed, the 
fracture capacity would have to be increaaed if 
production increases are to be aignificant. 

The .ast important message of Prats' paper 1 

however, is the following: The dimensionlesa frac
ture flow capacity, r~0 • determines well perfor
aance and productivity increases--not fracture 
length; that is, for a l~ng fracture to be as 
effective as a short one.the fracture flow capa
city would have to be much higher for the longer 
one. Fracture capacity dictates optimum fracture 
length. Unfortunately this has not been recog
nized by reaervoir or production engineers. 

Let us nov return to the discussion of the 
effect of dimensionless fracture flow capacity on 
pressure transient behavior. Before proceeding 
further it ahould be noted that the various 
research groups mentioned earlier have defined 
dimensionless fracture capacity somewhat differ
ently from Prats' definition. The Agarval,et al.69. 
definition is --

Cinco, !.!, .!!.· 68
1 define dimensiOnless fracture 

capacity as 

Ramey. et al.s1 • define dimenaionless fracture 
capacityu 

(22) 

(23) 

(24) 

) 

) 



Clearly some consistency in the nomenclature is 
called for. Personally, I prefer the definition 
of Agarwal, .!.! al. 

Fizure 13 demonstrates the effect of dimen
aionless fracture capacity, F cD• on the pressure 
behavior at the vall, when all other parameters 
are constant. The dimensionless fracture capacity 
ranges from 10-1 to 500. Agarwal, et al.,report 
that for practical purposes the inf'iiiit'e
conductivity solution obtained by Gringarten, .!.! 
&• ,55 can be uaed if FeD ~ 500. 

The moat important point to note in l'ig. 13 
is that for small values of time the shape of the 
curves for various FeD do not possess distinctive 
characteristics. Furthermore, tilere is a vide 
separation between the various curves at small 
times. Thus fracture capacity strongly influ
ences pressure- behavior at early times. However. 
this separation diminishes as tDx increases. 

f 
Figura 13 ~ be used for type curve aatc:hing 

to estimate k, Xf and Fen• The pressure aatch 
should provide an estimate of the formation per
meability, k, the time match for the value of the 
fracture half-length, Xf 1 and the appropriate F cD 

curve for the value of fracture flow capacity, 
ltfW• At the present time no method ia available 
to estimate kf and v separately. From a practical 
viewpoint, however, the shapes of the curves are 
so similar that the probability of matching data 
with an erroneous value of FeD is high. If type 
curw matching is attempted, care and diligence 
are needed. If the formation flow capacity is 
known, the matching procedure is simplified and 
.ore importantly becomes more reliable since 
values of PvD aay be computed prior to matching. 
In this event the tracing paper needs to be moved 
in only the horizontal direction during the match
ing process. Hatching 1 even along these lines, 
can be difficult. Agarwal, et al.69, strongly 
recommend that pre-fracture pre;&ure data be 
aeaauted whenever possible. In extreme cases a 
numerical model may be needed to aatch field data 
adequately. The need of the hour is to be able to 
devise a procedure for analyzing field data 
conveniently and correctly. 

The results in Fig. 13 also agree with the 
speculation by some that fracture capacity can be 
one potential reason leading to apparent abort 
vertical fracture lengths that are calculated 
from well testa when the solutions of Gringarten, 
et al.SS,are used. For example, data obtained for 
F cD-:; 2 can be matched with the similar par
meter value FeD • 500 by moving to the right on 
the time scale. If this is done, an erroneous 
value of tDx would be obtained,vbich in turn 

f 
would result in a low estimate .of xf• 

Figure 14 presents the data shown in Fig. 13 
on a semi-log graph (pvD va. log tnx ) • The 

f 
straight line shown in Fig. 14 corresponds to the 
slope of the straight line that would be obtained 
for plane radial flow. All of the curves in Fig. 
14 show a much shallower slope than 1.151 per log 
cycle. Since the time range of lo-5 ~ tnx ~ 1 

f 

, ' 

covers most of the times for which testing would 
be carried out in low permesb ility reservoirs, it 
is doubtful that the radial flow response will be 
seen. If data were graphed on semi-log graph 
paper to compute permeability from an apparent 
straight line an optimistic estimate of formation 
permeability would result. The error in the 
estimate would depend on the producing time. 

Actually • for data beyond tDxf ~ 1. a 

semi-log straight line with the proper alope 
eventually results (see Fig. 15~ This straight line 
may be used to determine formatioo permeability. 
For F cD • lo-1 the semi-log straight line be gina 
at tDx • 1. The time for onset of pseudo-radial 

f 
flow is dependent on FeD and increases as F cD 
increases. From the earlier discussion this 
result should be expected. Cinco, et al.68, and 
Iamey, .!.! &·51, point out that for times tDxf ~ 5 

pseudo-radial flow prevails for all values of FeD 
of interest. (Note that this assumes no boundary 
effects.) 

Figure 15 also demonstrates the behavior of 
the uniform-flux fracture with respect to FeD• 
For small times (tDxf ~ 0.16) the dimensionless 

fracture capacity of the uniform-flux fracture is 
500; for times greater than the time for the onset 
of pseudo-radial flow (tDx ~ 2) it follows the 

f . 

curve corresponding to FeD : 4.4. For inter
mediate times, the uniform-flux solution changes 
from FeD • 500 to FeD • 4.4. Thus the uniform-
fiux solution is essentially a variable fracture 
capacity solution. 

Agarwal et al.69, suggest that a graph of 
PwD vs. ltDx; 1s &lao useful in analyzing data 
when fracture capacity is important. Figure 16 
presents a replot of the data shown in Fig. 13 
along these lines. On a graph such as Fig. 16 
early time data for the infinite-conductivity or 
infinite-capacity fracture will fall on a straight 
line_passing through the origin with a slope equal 
to t'lll [see Eq. ( 5 ) ] • As F cD decreases straight 
linea with the same slope can be seen, however 
they do not pass through the origin. Agarwal, 
.!! .!!• 69 1 have empirically correlated the Pwo 
intercept as a function of FeD (see Fig. 9 of Ref. 
69). This correlation may be used to determine 
FeD• But it should be noted that as FeD 
decreases then the length of the straight line 
segment decreases--and disappears for FeD • 1. 

For practical applications the difficulties 
involved in using this graph are essentially the 
same as those for the log-log or semi-log graphs; 
that is, that the shape of the curves are not dis
tinct enough to permit any identification of the 
correct fracture solution or the appropriate 
straight line. 

Although it will not be considered here in 
detail, some information is available on the 
eff~ft of the closed outer boundary. Ramey, et 
al. ,report that for values of FeD >, 300 --
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solutions obtained were very close to those of 
Gringarten, ~ &1.55, for all values of xe/xf• 
Note that the Ramey,~ al., criterion for specify
ing a finite-capacity fracture to be an infinite
conductivity fracture is somewhat different from 
the Agarwal, et al.69,value of SOO. This differ
ence is aainlydue to the precision .used in 
comparing the solutions and should not be con
strued as an error on the part of either of the 
two research croups. 

Finally it should be noted that there are · a 
number of other factors which can &ive .n appear
ance of a small fracture c:apecity. These include 
the effect of ~roducing time on build-up data, 
non-Darcy flow 0,71,72, confining pressure69, and 
d-age, to name only a fw; Much work remains 
to be done, particularly in improving the ability 
to .nalyze field data. Let us now return to the 
consideration of other aspects of fractured well 
behavior. 

The Skin Effect in Fractured Wells (Uniform

Flux or Infinite-Conductivity) 

In ~y instances, particularly in injection 
wells, there is akin damage associated with the 
fractured systems. Interpretation of data from 
these wells can be difficult. A typical pressure 
trace on log-log graph paper is shown as Curve A, 
in Figure 17. If pressure data, plotted on log
log graph paper, approach the half slope line from 
above one may be reasonably certain that akin 
demage exists. If the akin effect is fairly 
large, then no one-half slope line mar be evident 
(Curve B). In that event it would be difficult to 
identify a vertical fracture using log-log graph 
paper. This flat data on log-log paper, however, 
will graph as a straight line on Cartesian graph 
paper Ct.p or Pwf is plotted versus It ) . . It should 
also be noted that it is posaible to aistake the 
akin effect for a finite-capacity fracture. 

The basis for the above discussion is evident 
if the akin effect is included in the aoluti0118 
for fractured vell behavior. Analogous to the pr~ 
cedure for radial flow, the solution for the pr~ 
ducing pressure at aaa:l times for a fractured vell 
with a akin effect aay be written as: 

(25) 

where s is the skin factor. Equation (25) indi
cates that for small times the first term would be 
aaall and thus the one-half slope line would be 
obscured. Therefore, a araph of (pi - Pwf> va. t 
on log-log coordinate paper would be flat. How
ever, a graph of Pwf va. It would be a straight 
line on cartesian araph paper. 

The use of log-log .nd cartesian araphs to 
identify a resistance to flow in a fractured well 
baa been discussed only recently73, tbou&h Ramey35 
aakea passing reference to this possibility. 

This visualization of the akin effect aakea 

no mentiQn of the exact nature of the skin except 
that it is an infinitesimally thin steady state 
resistance to flow. The impediment ·-y exist n 
within the fracture, on the fracture surface or .~ 
extend some distance into the formation. It is · 
again emphasized that Eq. (25) is not intended to 
describe pressure behavior of vella intersecting 
finite flow capacity fractures. 

Wellbore Storage in Fractured Wells 

As fractured vella normally have high produc
tive capacities vellbore storage should not be 
importmt. However, llamey35 has shown that well
bore storage effects can be important in some 
cases. Theoretical studies of the vellbore 
storage effect in fractured vella have been pre
sented by Vattenbaraer and Ramey74, and Ramey and 
Cringarten75(for the infinite-conductivity 
vertically fractured well), and by iaghavan73 (for 
the uniform-flux case). 

Figure 18 is a log-log graph depicting the 
pressure behavior of a well producing via a 
uniform-flux fracture which is controlled at early 
times by vellbore storage. The well 1a assumed 
to be located in an infinite reservoir. The 
parameter of interest in Fig. 18 is the vellbore 
storage constant defined by the relation: 

where c is the unit storage factor and ia identi
cal to that defined in lef. 34. The Cex • 0 

f 
curve corresponds to a fractured well with no 
wellbore storage (uniform flux) in an infinite 
reservoir. 65 lor large values of CDxf a line of 

unit alope •1m1lar to that for unfractured ayatelll8 
is obtained. However for small values of ~f 

no unit slope line is evident for times of inter
est. (Actually a unit slope line does &Xist for 
dimensionless ti .. s smaller than that considered 
here.) As time •increases, all curves become 
asymptotic to the Cn.. • 0 line. Fiaure ·18 &lao 
de.anstratea that il •• ellbore 8torege is larae 
then the presence of the fracture would be 
obscured. then the fracture would have to be 
detected by co.parin& atorag~ volume calculations 
with wellbore completion data.35 All of the above 
observations are also applicable to the infinite
conductivity case.74,7S 

.In practical applications, the ~t important 
point to be noted about Figure 18 is that a trans
ition rep.oo exists between the unit slope md the 
half elope linea. In acme cases when field data 
are plotted on log-log coordinates no transition 
is evident. In auch cases . it is probable that the 
value of lip uy be in error. A detailed 

* A unit slope line on loa-log &raph implies 
that wellbore storage is dominant. Data during 
the unit elope period cannot be used to estimate 
foraation properties. 

) 
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discussion of this aspect may be found in Refs. 67 
and 73. · 

Preliminary results on the effect of fracture 
!capacity on vellbore storage have been reported 
by Cinco, ~~.68 They pointed out that for 
a mall times • tDxf ~ lQ-5 the porosity and compres-
sibility of the fracture ayatem .alao influence the 
pressure behavior. They demonstrated that for 
small timas tvo dimensionless croups control well
bore pressures. These dimensionless aroups are 
defined as follows: 

A• 
.v+f Cft 

11'XffCt 
(27) 

kf+ct 
and B • 

k+fcft 
(28) 

where •f and eft are the porosity and effective 

compressibility of the fracture, respectively. 
Note that the product AB is equal to Fcn/11' and 
A= CDxf:, a~nce c • (2+fc:ftbxfv). Figure 19 is a 

&raph of PvD VS tDxf for a finite-capacity 

fracture with A • 10-1 and B • 107• Also shown 
are the results obtained by Ramey and Cringarten75 
for Cnxf • lo-1. The results are in good agree-

ment. More work needs to be done in this area of 
pressure analysis. 

Wellbore Storage and Skin Effect in a 

Vertically-Fractured Well (Uniform-Flux) 

Figure 20 is a log-log graph of PvD vs. tDxf 

for a vertically fractured well (uniform-flux) 
including the vellbore storage and akin effects. 
All lines start out with a line of unit slope and 
for each value of CDxf are independent of s for 

small times. Thus. at early times fractured well 
behavior is similar to that of an unfractured 
well (see Agarwal. ~ ~.34). 

Figure 20 demonstrates several interesting 
and instructive features. For example. if the 
vellbore storage period is followed by a half 
slope period and data do not approach the half 
slope line from above. then damage is negligible. 
The solutions shown here also indicate that if 
vellbore storage and akin are negligible, then 
the half slope line will be observed. Raghavan73 
has discussed application of the theoretical 
results shown in Fig. 20 to field data. 

A Horizontally-Fractured Well in an 

Infinite Reservoir 

An analytical solution76 for a well with a 
single horizontal. uniform-flux fracture located 

at the center of the formation with .impermeable 
upper and lover boundaries in an infinite reser
voir vas presented in 1973. The main objective 
of this work vas to determine if the ear~y time 
pressure behavior of a horizontally fractured 
well is distinctly different from that of either 
a vertical fracture, or plane radial flow. The 
results obtained in Ref. 76 were used to prepare 
the curves shown in Fig. 21 where the dimension
less vellbora pressure drop per unit of dimension
less reservoir thickness is graphed as a function 
of dimensionless time. The dimensionless .thick
ness is the parameter of interest. For purposes 
of this discussion the dimensionless time and 
dimensionless thickness groups are defined, 
respectively. as follows: 

t - 0.000264kt 
Drf +ct~o~ri 

hDr 
f 

(29) 

(30) 

In Eqs. (29) and (30) rf is the fracture radius, 
k is the horizontal permeability. and kz is the 
is the vertical permeability (see inset Fig. 21). 

Fig. 22 is a semi-log graph of the same data 
presented in Fig. 21 in terms of PwD vs. tDr • 

f 
As shown in Fig. 22, at long times the dimension-
less pressure drop is a linear function of the 
logarithm of time with a characteristic slope of 
1.151/log"'. Thus a semi-log graph of Ap or Pvf 

vs. t may be used to estimate horizontal perme
bility if the test is run for a long enough 
period. Fig. 21 is easy to use for type-curve 
matching purposes because all curves have in 
common an initial one-half slope •traight line, 
corresponding to early time vertical linear flow 
(instead of horizontal linear flow. ~t~ 
vertical fracture c:ase). Also. a single curve is . 
obtained for hor, ~ 100. For practical purposes. 
this curve represents the situation in which 
fluid is withdrawn via a single plane horizontal 
fracture in a reservoir of infinite extent in all 
directions. 

The curves corresponding to hDrf > 3 in 

Fig. 22 0 and hDr < 1 in Fig. 21 have shapes 
f 

which are different from those of the vertical 
fracture cases (see Fig. 3 and Fig. 5). Further
more if hDrf < 0.7 then there is an increase in 

slope from one-half towards unity that has no 
counterpart in the vertical fracture case. Thus 
it may be possible to distinguish between the tvo 
types of fracture from a well test. If l ~ hDrf 
~ 3, however. there is a possibility that hori
zontal and vertical fracture behavior will be 
confused: The line for a uniform-flux vertical 
fracture in an infinite reservoir was found to 
match the horizontal fracture case of hDrf of 
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about 2.4 in Fig. 21 reasonably vell. However, 
the di~naionleaa preaaure acalea are basically 
different in nature and in aagnitude, and it ia 
likely that reaulta would appear questionable, 
ahould the wrong fracture type be aelected. 

A few expreaaiona uaeful in vell teat analy
aia are a--.rized fro. Jtef. 76. The initial ver
tical linear flow period (one-half alope on los-log 
coordinates) ia repreaented by: 

(31) 

vhic:h may be rearranged to the dimensional form: 

(kz)l/2r~ (pi-Pvf> 

141.2qBIJ 
• 2 (0.000264 )

112 

••IJCt 

At long times, the flow 1a the aame as that 
created by an unfractured vell, vith an addi
tional preasure drop vhic:h is referred to in 
the -petroleum engineering literature aa the 
pseudo-akin effect. A long ti .. approximation 
for horf < 1 can be written aa: 

(32) 

(33) 

The proper time limite for the application of 
either Eqa. (32) or (33) depend upon ~ •. The 

f 
pseudo-akin factor which ia the quantitative 
~aaure of the pseudo-akin effect durin1 the 
pseudo-radial flow period aay be obtained froa 
Eq. (33) by subtracting the pressure drop due to 
an unfrectured well. Further details are &iven in 
Bef. 76. Application of the reaulta presented 
here may be found in _Bef. 77. 

Welle Interceptins an Inclined Fracture in 

an Infinite Reservoir 

The dimenaionleaa vellbore presaure drop for 
an inclinad fracture ia shown in lil• 23 for 
several values of the inclination of the fracture, 
ev,78 (aee Fig. 24 for a deecription of the aeo
~try of the ayatem). The reaulte ehown here are 
probably 80St uaeful in analyzina preaeure behav
ior at fractured vella in eteeply dippina reaer
voira. The fracture conductivity ie aaaumed to be 
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infinite and the fracture extends over the entire 
thickness of the formation. The symbol h 

Dxf 
represents the dimensionless thickness of the 
formation and is defined by the expression: 

(34) 

For larp values of di .. naionleaa time, tDx • 
f 

the dimensionless wellbore pressure drop, p , is 
vD 

a linear function of the logarithm of dimension• 
leas time vith a characteristic slope equal to 
1.151. 'rhua long time data can be analyzed uaing 
conventional aellli-logarithmic techniques. The 
t~ for the start of the pseudo-radial flow 
period ia a function of 8 and h_ • For the case . v ."l>xf 

shown here pseudo-radial flow prevails for dimen
sionless ti .. a, tn- ~B. Cinco, et al.7s, have 

.... f --

also .entioned that at early times linear flow 
(perpendicular to the fracture surface) prevails. 
'rhua the transient flow behavior of a well inter
cepting an inclined fracture in an infinite 
reservoir includes a linear flow period, a trans
ition region. and a pseudo-radial flow period. 
Qualitatively the above description also holds for 
other values of hDx • The duration of the various 

f 
flow regimes depends on hDx and e • It can also 

f v 

be seen that the dimensionless vellbore pressure 
drop for an inclined fracture is always leas than 
that for a vertical fracture. As " the inclination 
of the fracture, ev• increases, the dimensionless 
pressure drops are smaller.· At long times 
(pseudo-radial flow) the difference in the prea
eure drop between the inclined fracture case and 
the vertical fracture case becomes constant. This 
difference can be handled aa a pseudo-akin factor, 
a, defined by78 

'l'he pseudo-akin factor 1a a function of e and 
v 

hex • Figure 25 presents the pseudo-skin factor 
f 

as a function of dimensionless thickness, hx>x , 
f 

md angle of inclination, ev. If ev and hDx . are 
f 

1111&11, then a 1a aaall. Aa hDx increases the 
f 

pseudo-akin factor, •• increases. This implies 
that vell productivity ia affected considerably 
by the angle of inclination, ev, vben the fracture 
half-length, Xf• 1a IIIUc:h amallar than the thick
ness, h. 

I ) \. 
'· / 



A Limited Entry Vertical Fracture in an 

Infinite Reservoir 

In thia aection ve ahall briefly discuss the 
··effect of limited entry on the pressure behavior 
of vertically-fractured vella. For brevity only 
the uniform-flux case will be considered. Here we 
ahall u.e the term "limited entry" to describe 
aituations vhere the vertical fracture heiaht, hf, 
is leas than the formation thicknesa, h. 

Fisure 26 is a sraph of PwD vs. tDxf for a 

uniform-flux fracture located at the center of the 
formation.79 lis. 27 preaenta the details resard
in& the aeometry of the ayatem. The dimensionless 
thickness, hDxf' is s. The term b, which is the 

ratio of the fracture height, hf• to the thickness 
h, is the parameter of interest. In thia paper this 
ratio will be described u the entry ratio. The 
caae b • 1 corresponds to the complete entry (or 
hDx • •) case--the Grinaartenoet al.,aolution.SS 

f --

Aa can be ••en from Fia. 26, all atraight lines 
atart out with a alope . of one-half which corns
ponds to the linear flow period. (For b • 0.1 
this period occurs earlier and ia not ahown.) The 
duration of the linear flow "period is a function 
of the entry ratio ad increases a.s the entry 
ratio increases. This is to be expected since 
larser values of b correspond to a sreater frac
ture area. Followin& the linear flow period there 
is a transition resion and finally there is a 
pseudo-radial flow period. It can be shown that 
pressure data in this reaion will graph as a 
atraisht line with a slope of 1.151 per log cycle 
on aemi-los paper. 79 Aa ahown in Fig. 26 the 
atart of the semi-los atraight line for b < 1 
occurs much later than that for b • 1. Thus if 
onventional semi-log methods are used to analyze 

pressure data this observation indicates that 
teats should be run for a much longer period than 
for the complete entry case. In aome instances 
all of the data obtained during a test may corres
pond only to times prior to the onset of pseudo
radial flow. 

The diaplacement of the curves ahown in Fig. 
26 ia a result of the additional pressure drop 
caused by the convergence of flow into the open 
interval. The magnitude of this additional pres
aure drop chances with time until the pseudo
radial flow period. During pseudo-radial flow 
the magnitude of this additional pressure drop is 
constant. This stabilized additional pressure 
drop.which is a result of the fracture height 
being less than the formation thickness 1 can be 
quantitatively described by the pseudo-skin 
factor. It is a function of hDx and b. Pseudo-

. f 
akin factors for syatems of interest are presented 
in Ref. 79. 

Figure 28 is a log-log sraph of the same data 
shown in Fig. 26. However. in this graph the 
ordinate is the product of the dimensionless 
pressure drop and the entry ratio. Plotting the 
results in this manner results in the curves for 
entry ratios, b < l 1 merging into the b • 1 curve 
at early times. Therefore all curves start out 

from the one-half slope line corresponding to 
b • 1. Aa the vertical component of flow begina 
to affect pressure behavior the limited entry 
curves leave the curve for b • 1. Ultimately 
pseudo-radial flow develops and the pressure drop 
is a linear function of the logarithm of ·flow 
time. 

Froaa a practical point of view, however 1 

arapha auch as Fig. 29 are more useful than those 
considered ao far. Fig. 29 is similar to Fig. 28 
except that in this case the dimensionless frac
ture height, hfD' is the parameter of interest. 
This dimensionl.eaa fracture height is defined as 

(36) 

The advantage of this procedure is that it gives 
more order to the sraph. For example, in this 
instace all curves merge at early timea into the 
complete entry curve just as for the case ahown 
in Fig. 28. But Fig. 29 also permit& display of 
data for aeveral values of b and h on the aame 

fD 
araph without expanding the seale. This may be 
more clearly seen in Fig. 30 where the dimension
less pressure drop for hfD • S and two values of b 
are presented. The first deviation from the b • 1 
curve is independent of b ad depends only on hfD" 
After a period of transition. the effect of b can 
be aeen. Finally there is a pseudo-radial flow 
period corresponding to the semi-log straight line. 
The beginning of the pseudo-radial flow perlod is a 
function of hDxf (or hfD and b). Figure 29 may be 

used to obtain system parameters. If the test is 
run for a long enough period then the permeability
thickness product. kh 1 the fracture half-length. 
xf• the vertical permeability 1 kz• and the entry 
ratio, b 1 can be determined.by type curve matchin~ 
This 1 of course. assumes that x./xf is large. 
Further ·details may be found in Ref. 79. Type 
curves for other eases such as the pressure 
behavior for a limited entry infinite-conductivity 
vertical fracture are also presented in Ref. 79. 

From the above diacuasion it can be concluded 
that as hDxf or hfD increases. that is, as strati-

fication becomes .ore severe, the .pressure 
response for the limited entry fracture is delayed 
in time. Further.are 1 for any dimensionless time 
beyond the linear flow period the dimensionless 
pressure drop is higher for larger values of hf 
or hn• · Thus. in terms of real variables it canD 
be concluded that as the vertical permeability 
decreases the preaaure drops are larger and the 
pressure response is alower. 

laghavan1 et a1.79• also examined the effect 
of fracture locatiOn within the producing inter
val. After examining various fracture locations 
within the producing interval 1 Ra;havan, et al. 
concluded that the productivity for a given-se~ of 
conditions decreases as the fracture position 
departs from the center of the producing interval. 
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Raghavan, et al.79, also delineated conditions 
under which it would be possible to recognize that 
the fracture height ia less than the foraation 
thickness. They concluded that it would be diffi
cult to identify this condition from pressure 
versus ti~ data if hfD > S. They · also found that 
the position of the fracture within the producing 
interval wu unimportant if b > 0. 7. 

Vertically Fractured Wells Producing at 

Constant Wellbore Pressure 

Aa ~ntioned earlier, the constant terminal 
pressure ease baa not attracted attention--mainly 
because it is not readily apparent how this eon- · 
dition lliaht affect pressure build-up after the 
well is shut in at the sand face. Nevertheless, 
results for this vellbore condition are useful. 
If the foraation perwe&bility is low, then it aay 
not be pouible to hold the rate constant for lon& 
periods of t~. 

If the well 1a produced at a constant rate 
then the wellbore pressure changes with ti~. 
However, if the pressure 1a held constant then the 
rate would vary u a function of t~. Locke and 
Sawyer80 have examined the change in rate versus 
time for an infinite-conductivity vertical fracture 
in an infinite reservoir and in a closed square 
drainage region. The results are shown in Fig. 
31. Here the reciprocal d~naionless rate, l/q0 , 

baa been graphed vs. d~nsionless t~, tDx , and 
f 

x lxt 1a the parameter of interest. The reciprocal 
dimensionless rate for the constant tend.nal pres
sure case is analogous to the dimensionless well
bore pressure drop, PwD• for the constant terminal 
rate ease· and is defined as 

.!_ • kMp 
q0 141.2qBll 

(37) 

Here Ap • Pi - Pwf • a constant, and all other 

symbols have the same ~aning as before. 

At slll&ll values of ti~ it can be shown that 
the following relationship holds 

(38) 

Thus if we araph 1/q va. t on loa-log paper one 
should obtain a straight line with a slope equal 
to O.S. Thia observation can be used to identify 
a fractured well producing at a constant wellbore 
pressure. Figure 31 can be exallined along the 
same linea as Fig. 3; however, since the character
istics of the 1/qD va. toxf curves are similar to 

those of Pwo vs. tnxf for the conatant rate cue, 

we will not examine these resulta in detail. 
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The effect of fracture capacity on the dimen-
sionless rate has also been investigated. Figure () 
32 presents l/q0 vs. tnx for a finite capacity 

f 69 vertical fracture in an infinite reservoir. The 
paraaeter is F 

0
• Aa in the constant rate case, c . 

the curves for various values of F cD do not poe
seas distinctive characteristics. At early times 
there is a wide separation between different FeD 
curves. Aa tnx increases, the separation between 
the curves decrfaaes. Agarwal, et al. 69, have also 
shown that if Fen ~ ~00, then the finite capacity 
curves aerae into the infinite-conductivity curves 
of Locke and Sawyer. 

Figure 32 aay be used to eatilll&te formation 
perwe&bility, k, fracture half-length, Xf• and 
fracture capacity, k£", by type curve aatehing. 
If the fracture capacity can be considered to be 
infinite then the curves of Locke and Sawyer III&Y 
be used. The procedure 1a essentially .the same as 
that for the constant rate curvea. The only dif
ference 1a that in the present instance the 
ordinate ia 1/q rather than Ap. 

It is obvioua that care and diligence ahould 
be exerciaed in analyzing data by the type curve 
.. thod (or any other approach) if the fracture 
capacity is important. The curves shown in Fig. 
32 have no distinct characteristics and the proba
bility of obtaining a match with the wrong value of 
FeD is high. If an estimate of the formation flow 
capacity is available then the type curve lll&tching . 
procedure 1a dmplified and would be moref relf!~bile. \., ) 
Since various aspects of analyzing data · or ..... te
capaeity vertically fractured wells have been 
discussed already at length, further discussion is 
not warranted here. 

Pressure Transient Analysis for Steam Wells 

Virtually all of the results discussed so far 
are strictly applicable to fluids of constant com
pressibility and viscosity. The theoretical 
justifieatiOQ for the application of these solu
tions to the analysis of gas well test data is 
bued on the work of Aronofslty and Jenkina81 and 
Al•Hussainy, Iamey and Cr~ford.82 In applying 
these results to the flow of steam tau) only, the 
definitions of the dimenaionleas presaure drop and 
dimensionleas time need to be modified. For 
application to ateam (au) vella the right hand 
aide of the definition of dimenaionlesa pressure 
drop, PwD• is 110dified as follows: 

19.87 X 10-6 kb T 
PwD • --------1~ (39) 

PscqT 

where q is the flow rate, measured in thousands of 
cubic feet per day, and T is the reservoir temper
ature in •a. The subscript, se, refers to stand
ard conditions of pressure and temperature, and 
a(p) is the pseudo pressure function defined 

o3o 

( 



by:82 

m<P> - 2 {P L.. dp' 
j • IJZ 

Pb 

(40) tlr 

Here pb refers to a base pressure and Z ia the 

compressibility factor. The viecoaity and com
pressibility terms in the definition of dimension
leas -time should be evaluated at the initial pres
sure, pi. Thus the equation for the definition of 

dimensionless time, tDx , 1e 
f 

0.000264kt 

.CtilliXi 
{41) 

Other expressions for dimensionless time should be 
modified appropriately. 

Shut-in Pressure Behavior of 

Vertically Fractured Wells 

As mentioned earlier, Russell and Truitt54 
were the first to present detailed information on 
the transient pressure behavior of a vertically 
fractured well. They alao analyzed a limited 
number of pre.saure build-up cases and found that 
the straight-line slope on a Hornerl6 build-up 
graph required significant correction as the frac
ture length increased. They also recommended the 
Huskatl9 semi-log graph for estimation of static 
form~tion pressure. 

I 

In 1968, Clark60 suggested a method for .cal
culating fracture length using the results of the 
lluasell and Truitt study. In 1972, Jl.aghavan, Cady 
and Ramey86 further extended the Russell and Truitt 
study by examining an extreme variety of semi-log 
build-up methods {Horner,l6 Miller-Dyes-Hutchinsonl7 
and Muskatl9). Raghavan, et al.86,and Raghavan 
and Hadinoto63 have pointedlo~ that the determi
nation of the permeability-thickness product by 
semi-log build-up methods 1e a trial-and-error 
process, as the slope of the build-up curve is 
influenced by both the fracture penetration ratio 
(ratio of drainage length to fracture length) and 
the formation permeability. Also in Ref 86, the 

The pseudo pressure function is essentially a 
transformation which accounts for the variation irt 
fluid properties. This transformation is known as 
the Kirchoff Tranaformation83 · in the heat conduc
tion literature, as the Leibenzon Tranaformation in 
the Russian literature, and as the Matrix Flux 
Potential in the soil mechanics literature. F.or 
hydrocarbon aases at low pressures (<3000 psi) it 
has been observed that the product (JJZ) is essen
tially constant. Thus in this region m(p)cp2. In 
the high pressure region (p > 3000 psi) it can be 
shown that (p/JJZ) is reasonably constant. Thus in 
the high pressure range m(p)«p. 

du~at1ons of producing time and shut-in time were 
!ound to have significant influence on pressure 
behavior and the authors state that care should 
be taken to insure that data are selected properly 
to estimate formation properties· and fracture 
length. 

Recently, the type curve matching technique 
has been proposed to analyze pressure data in 
fractured wells.SS This method involves plotting 
the pressure change versus abut-in time ((Pws -
Pwf,s) va. At) on log-log graph paper. Here Pws 
is the shut-in pressure, Pwf,s is the pressure at 

the time of ahut-in,and At is the shut-in time. 
The principal advantage of the type curve approach 
is that the trial and error .. procedure inherent in 
the semi-log methods can be avoided. The log-log 
method is also useful to insure that proper 
straight lines are chosen when data are analyzed 
by semi-log techniques. 

Here both the type curve and the conventional 
methods will be .presented. The advantagea and 
disadvantage• of both of these methods will be 
die cussed. 

The Type Curve Approach for the Analysis of 

Build-up Data 

Recent papers by Gringarten, ~ al. 55,77, 
have demonstrated the usefulness of the type curve 
method to interpret pressure data obtained at 
fractured wells. The basis for the type curve 
approach for analyzing build-up data 1a identical 
to that for dr.w-down. 

Pressure Build-up Equations for !ype Curve 
Analysis. Shut-in pressures for a fractured well 
producing at a constant rate, q, for a time, t, 
can be determined by superimposing an injection 
well starting at time, t, with the injection rate 
being equal to the production rate prior to shut
in. This results in a zero rate for times t + At. 
Using the draw-down equation and applying the 
above principle the basic equation for the analy
sis of build-up data by the type curve method is 
given by:34,86 

p • kh [p (t+At)-p f(t)) • 
Da l41.2qBIJ ws w 

where 0.000264kt 

.CtiJX~ 

(42) 

(2) 
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and At • 0.000264~t 
Dxf +ct~x~ 

(43) 

In Eqs. (42) and (43), tis the producina ti.e and 
At is the abut-in tt.e. If nov (t + At) : t, ve 
then have: 

(44) 

TakiD& loaaritta.a of both aidu of Eqa. (44) and 
(43), respectively, ve obtain: 

(45) 

• log 141~qB~ + log[pve(t+At) 

and 
loa A~ • log 0.000264k + log At 

f +ct~x~ 
(46) 

If actual build-up data are plotted as the 
logarithm of the absolute difference between flow
ing pressure at the start of build-up and pressure 
after the change va. the logarithm of shut-in time 
then the actual field data should be similar to a 
loa-loa araph on which PvD va. ~ have been 

plotted. The difference between ;&e tvo araphs is 
only a linear tranalation of both coorcliuates • 
represented by the first term~~ on the right-band 
aides of Eqa. (45) and (46). If a p~oper aatch 1a 
obtained, then the formation pezmeability and 
fracture lenath can ba eatimated from the type 
curve aatch. Both unifo~flux md 1Df1D1.t
conductivity fractures can be malyzed by this 
approach. Thou&h the above derivation has apeci- . 
fically assumed a vertically fractured vell 1D a 
square drainage re&ipn it 1a applicable to any of 
the ayatema considered here. 

The importance of Eq. (44) deaerves emphasis. 
Equation (44) states that if t>>At, that ia, the 
duration of the ahut-iD period 1a auch aaaller than 
the producina period prior to abut-in, then the 
pressure chanaes which form the build-up trace 
after the well 1a abut in are identical to the 
dr.w-down trace. This then implies that all of the 
characteristics discussed 1D the section on pres
sure draw-down behavior for the various systems 
examined here are applicable to the respective 
build-up cue. 

~~~emi-Log ApProach: An Infinite-Conductivity 

Ver~ :: .~1 .1ly Fractured Well in a Closed Square 

In the followina ve shall take the approach 
suggested by llaghavan, .!.! al. 86, and explore the 
characteristics of common build-up .. thods of 
analysis along the linea of the pressure build-up 
theory suggested by R.a.ay and Cobb.l8 Our atten
tion will be restricted to the Miller, Dyes, and 
Hutchinson and Horner .. thode. 

Pressure Build-up Equations for Semi-Log 
Analysis. Shut-in pressures for a fractured vell 
producing at a constant rate, q, for a time, t, 
can be detenained by superimposing an injection 
vell starting at time t; the injection rate being 
equal to the production rate before abut-in. This 
then results in a zero production rate after time 
t, md thus at the vell location ve have:lB 

(47) 

Equation (47) serves as the basis for the Horner 
analysis •• 

n 

Por a vell located in a closed reservoir the ( .~) 
Miller-Dyea-Rutchinaon graph requires the pressure 
difference <P - Pvs>• This difference can be 
detenained from the following: 

(48) 

The volumetric average pressure, p, is of interest 
for two reuona. The average pressure in the 
reservoir ia a direct reflection of the quantity 
of fluids 1D place and is necessary to perform 
aaterial balance calculations. Also, in a closed, 
bounded ayat- the average pressure, p, is the 
limit of the abut-in pressure • pve • u build-up 
ti .. approaches infinity. 

The Miller-Pyes-Hutchinson Method. This 
.. thod requires that build-up pressures be plotted 
as a f~ction of the logarithm of shut-in ti ... 
Perrine87 first presented a dimensionless fora of 
the Miller-Dyes-Hutchinson build-up curve in which 
the pressure difference vas (p- Pve>• For 
unfractured wells in closed drainage systems, this 
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graph offers ·a direct and simple extrapolation from 
ahut-i~ presaures, Pws• to the fully static pres
sure. p. 

Figure 33 presents a Hiller-Dyes-Hutchinson 
graph for a vertically fractured well 1 for the 
fracture penetration ratio, xe/xf • 10. 
The producing time prior to shut-in is the para
meter of interest. As in the unfractured well 
case, a single curve results for pseudo-steady 
state production ,prior to shut-in. 

In the conventional Miller-Dyes-Hutchinson 
graph for an unfractured well 1 a linear portion 
is evident for early ahut-1n times. This linear 
portion poas~sses a slope of l.lSl per log cycle 
and is inversely proportional to the permeability
thickness product. But· Fig. 33 exhibits some sur
prising difference• from unfractured well behavior. 
The maximum slope to be found on any of the curves 
on Fia. 33 is 0.9Q--much less than the expected 
value of 1.151. Furthermore, there are no well
defined straiaht linea evident, and the maximum 
slope for each producing time decreaaea aa pro
ducing time decreases. 

Figure 34 presents build-up curves (pseudo
steady production) for all fracture penetration 
values xe/xf, diacussed in Ref. 86. The build-up 
behavior for an unfractured well is also shown for 
purposes of comparison. The maximum slope of the 
build-up curves decreases as fracture penetration 
ratio decreases. It is also evident that the 
maximum slope is significantly leas than that for 
the unfractured case for ..!ll fracture penetration 
ratios. 

Russell and Truitt54 described a similar 
effect for the Hornerl6 graph for vertically
fractured well data. This will be discussed in a 
following section. But Russell and Truitt did 
point out clearly that the reduced slope for a 
Horner graph could lead an analyst to compute a 
permeability-thickness value which could be too 
large. They pointed out that this could explain 
the apparent opening of "new sand" after frac
turing. 

At this stage is should be emphaaized that the 
slope of a pressure build-up graph is not neces
sarily related to the slope of a dr.w-down graph. 
A straight line with the correct slope may appear 
in a draw-down test 1 but not on any of the con
ventional build-up graphs. 

As pointed out by Raghavan,.!! al.B6
1 Figs. 33 

and 34 raise serious questions concerning appro
priate interpretation measures for use with 
Miller-Dyes-Hutchinson graphs of vertically
fractured well data. In order to apply the Hiller
Dyes-Hutchinson method to fractured well build-up 
data Raghavan, .!£ ..!.!·, followed the suggestion 
Russell and Truitt had proposed for the Horner 
build-up graph. Russell and Truitt had suggested 
that the maximum slope be read for the fractured 
well build-up data, and then the permeability 
corrected to the true value. Figure 35 presents 
the permeability-thickness correction factors for 
the Miller-Dyes-Hutchinson form of plotting for an 
infinite-conductivity vertical fracture in a 
closed square reservoir as a family of dashed 
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lines (xr/xe rather than xe/xf is used here for 
convenience). The correction factor was obtained 
from graphs similar to Fig. 33 by dividing the 
actual maximum slope by 1.151. The solid line 
represents a similar correction ·factor for a 
Horner-type build-up graph, and will be discussed 
later. All of the Miller-Dyes-Hutchinson graph 
correction factors are considerably smaller than 
those for the Horner graph. This means that the 
apparent permeability-thickness found via the 
Miller-Dyes-Hutchinson graph could contain a much 
greater error than that from a Horner graph. 

Ode appealing feature of the Hiller-Dyes
Hutchinson graph 1a that knowledge of the produc
ing time ia not required to prepare the graph.l7,fi7 
But it should be clear that this advantage is more 
apparent than real. It is necessary to know the 
producing time to be able to complete a Miller
Dyes-Hutchinson analysis properly. Production 
time would be required to enable selection of the 
proper line on Fig. 35 for permeability correction. 
This operation would require trial-and-error and 
the following procedure is recommended: 

l. From Fig. 35 determine permeability using 
the pseudo-steady state line. 

2. Calculate dimensionless producing time to 
check on the permeability correction 
factor. 

3. Repeat the above procedure until the 
proper value of permeability is deter
mined. 

If producing times were long enough that pseudo
steady production could be assumed safely, the 
above procedure would be simplified. 

The Horner Method. The Horner method 
requires a graph of the shut-in pressures versus 
the logarithm of (t + ~t)/~t; where t represents 
the producing time prior to shut-in and ~t repre
sents the shut-in time. The dimensionless Horner 
graph can be prepared by means of Eq. (47). 

Figure 36 presents a Horner-type build-up 
graph for a vertically-fractured well with a 
fracture-penetration ratio of 10. Producing time 
prior to shut-in is shown as a parameter. As in 
the case of the Hiller-Dyes-Hutchinson graph, no 
extensive linear portion is evident in the build
up for any of the curves of Fig. 36. But all 
curves do appear to approach a common value of 
maximum slope at long build-up times. The maximum 
slope is indicated by the dashed line in Fig. 36. 
Thus the duration of the production period does 
not appear to affect the maximum slope over the 
range of producing times consider~d. Inspection 
of graphs similar to Fig. 36, but for other 
fracture-penetration ratios, indicated that the 
maximum slope was affected by the fracture 
penetration ratio 1 but not by the producing time. 

As mentioned earlier permeability-thickness 
correction factors have been prepared by Raghavan 1 

.!£ al., for the Horner graph. The results fGr 
all fracture-penetration ratios are shown as the 
heavy line on Fig. 35. Again. the correction 
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factors for a Horner-type graph are not functions 
of the duration of the production period. Thus 
a single line is shown on Fig. 35. 

Tbe Semi-Log Approach: An Infinite-Conductivity 

Vertically Fractured Well in a Constant Pressure 

Square 

As the constant pressure square case ie of 
interest in geothermal reservoir engineering ve 
shell briefly examine the characteristics of 
the MDH and Borner methoda for this case. 

The Killer-Pyes-Hutchinaon Method. Figure 37 
presents a typical M1ller-Dyes-Hutchine011 graph 
for a vertically-fractured vell in a constant 
pressure square. The produciDg time is the 
parameter of interest, and the fracture pene
tration ratio, xe/xf • 15. Equati011 (47) vas used 
for preparing the results diapl.yed in Pig. 37. 
The rationale for using Eq. (47) is discussed in 
llef. 88. As in the case of the closed square 
drainage region the aax1mum elope for any of the 
curves in Fig. 37 ia 0.965--much lees than the 
expected value of 1.151. This lllaXiiiiWil elope 
decreases as the producing time decreases and as 
xe/xf decreases. 

An important difference between the results 
shown here and that shown in Fig. 33 must be 
noted. Unlike the closed case, the shut-in well
bore pressure eventually reaches Pi for all pro
ducing times. This is due to fluid recharge 
across the constant pressure boundary. Following 
the procedure suggested by Raghav~ et al.86, 
correction factors can be prepared for this case 
also. These are shown in Fig. 38. They are a 
function of producing time for times prior to 
steady state and the fracture penetration ratio, 
xe/xf. 

The Borner Method. Fi~re 39 preeenta a 
typical Horner graph for a vertically fractured 
vell in a constant pressure square (xe/Xf • 15). 
Unlike the closed square, the abut-in vellbore 
pressure reaches Pi for all producing U... due to 
fluid recharge. Again as in the cue of the 
Miller-Dyer-Hutchinaon graph, no extenaive 1.1Dear 
portion is evident. Correction factors neceaaary 
to use the Borner method to estimate the 
permeability-thickness product are presented in 
Fig. 38. For this cue the correction factors 
are a function of producing time for zelxf > 1.5. 

A COIIIPariaon of the shape of the build-up 
curves shown in Fig. 39 with that for an unfrac
tured vell in a constant pressure square above an 
1111Portant difference. Kumar and a-ey88 shoved 
that as producina time increeaee, the curwea .ave 
to the right, and auagested that a system under 
recharge could be identified by thia property. ID 
the present instance, however, the curves .eve to 
the left for small producina times before aovin& 
back to the right. Thua, the auaaeation of ltuaar 
and J.mey to identify a constant pressure boundary 
system froa pressure data ie not applicable to 
vertically fractured vella unless produciDg times 
are very larae. 

-135-

The Uniform-Flux Fracture 

Because of the obvious difficulties involved 
in graphical differentiation of the Horner and KDH 
graphs and associated probleu involved in deter
mining correct slopes, the uniform-flux case has 
not been examined in detail. Furthermore, the 
type curve approach is .ore advantageous to deter
aine permeability-thickness and fracture lenath. 

Pressure Build-up Analysis for Finite-

Capacity Fractures 

The basis for the type curve approach for 
finite-capacity fractures 1a identical to that 
discussed earlier. The draw-down type curves are 
applicable if the produciDg time, tDxf • is much 

greater than the largest build-up time. This is a 
critical USUIIIPtion and baa not been explored 
fully in the literature. The effect of small 
producing tille on build-up data is to give an 
appearance of a small fracture capacity. This 
point ie demonstrated in Fia. 40 where the effect 
of producing time 011 build-up data for an 
infinite-conductivity vertical fracture is dis
played.89 The shape of the curves shown here is 
similar to those shown in Fig. 13. For example, 
the curve for tl>xf • lo-1 may be matched vith many 
of the FeD curves shown in Pig. 13. This, in 
additi011 to the difficulties 11enti011ed earlier, 
indicates that analyais of build-up data for 
fractured vella of finite-capacity is a formidable 
challenge. 

To lilY knowledge the applicability of semi-log 
methoda to the finite fracture capacity system has 
not been investigated in any detail. However .• 
considering the results that have been obtained 
eo far, vork along these lines may not be ~ruitful. 

Determination of Static or Average lleservoir 

Pressure 

As .entioned in the aection titled "Uses of 
Pressure Transient Data" one of the objectives of 
a preaaure teet ia to determine averase reservoir 
pressure for aaterial balance calculations. For 
the cue of an unfractured vell this may be eati-
111&ted by extrapolating the proper straight line on 
a Borner or KDB graph to an appropriate abut-in 
time. However, for the case of a vertically 
fractured vell no aimple method of extrapolation 
exists since a linear portion ia DOt evident on 
the semi-log srapha. A thorough discussion of 
this aspect is beyond the acope of this paper. 
Pertinent information on this subject may be 
found in llefe. 54, 63 and 86. 

Application to Injection Wells 

The precedin& diec:uaaien also forms the 
buie for the analysis of the abut-in pressure 
behavior in iDjectiOD vella. For type curve analy
aie the ordiD&te of the loa-log graph should be 
(p f - p ) rather than (p - Pvf 8 ). If the v ,a va ve • 

) 
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semi-log approach is used than the results 
presented in the section titled "The Semi-log 
Approach: An Infinite-Conductivity Vertically 
Fractured Well in a Constant Pressure Square" 
'hould be used. 

Pressure Behavior for other Fractured 

The shut-in pressure behavior. for vella 
intercepting horizontal or inclined fractures bas 
not been examined in the petroleum en&inaerin& 
literature. The principal reason for this 

I 

appears to ba the limited application of these 
solutions. It should be noted that the basis for 
.ualyzing data by the type curve approach is 
identical to that for a vertically-fractured well. 
Applicability of the semi-log techniques c:an alao 
be investigated along the linea pre~ented hera. 

Discussion and SWIIIII4ry 

The main object of this survey is to document 
1110at of the recent work that has been conducted 
and which ia available in the open literature 
(until Oct. 8, 1977). In doing so I have labored 
under one import.ut restriction. I am .ware that 
several .research groups (universities and indus
trial laboratories) are actively working in . this 
area. Thus, it is possible that some of the 
proble!IIS I have outlined here have been solved. 
Hopefully the results of any such investigations 
will be presented shortly. 

Judging from the work that has been presented 
in the past few years, it is probable that new 
1olutions which include the effects of non-Darc:y 

low (within the fracture, on the fracture sur
face, or both), wellbore storage .nd skin 
damage, .ud confining pressure will be discussed 
in the open literature shortly. Furthermore, .it 
is c:lear that the effect of fracture height on 
the pressure behavior of finite flow capacity 
fractures will be available in the near future. 
Another problem which needs consideration is the 
effect of the variation in fracture capacity with 
distance on pressure response and deliverability. 
Undoubtedly solutions to moat of these probleliiS 
will be obtained via the digital c:o.puter. 

The availability of solutions for specific 
cases, however, does not necessarily imply that 
it would be possible to analyze field data con
veniently. In some instances consideration of 
one of the effects mentioned above would provide 
.uswers which are compatible with production 
performance. In other instances a combination of 
factors would have to be taken into account. In 
such .u event simple araphical techniques would 
be inadequate and one would have to resort to 
parameter estimation tec:hniques9Q-94 (automatic 
history matching 1 inverse problem solving). 

In summary, it appears that two avenues are 
available for us to increase our understanding of 
fractured well pressure behavior. The first is 
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to investigate each parS!IIeter that affects pres
sure behavior individually and obtain the neces
sary solutions. This catalogue would be useful in 
identifying the potential characteristics for each 
specific circumstance. It would also be useful in 
reducing the range of variables that need to be 
considered in analyzing field data. The second 
avenue is to develop techniques whereby field data 
can be analyzed conveniently and at the sa.me time 
insure that the description of the fracture and 
reservoir are realistic: and compatible with pro
duction performance. 

A • 
A • 
b • 
B • 
B • 
c • 

eft • 
c: • 

t 

~-f 

Nomenclature 

drainage area, sq. ft. 
constant defined by Eq. (27) 
entry ratio 
formation volume factor 1 :RB/STB 
constant defined by Eq. (28) 
unit storage factor, RB/psi 
fracture compressibility, pai-l 

system compressibility. psi-1 

dimensionless storage constant based on 
fracture half-length 

cr • relative fracture capacity defined by 
Cinco, et al., dimensionless 

F • dimensionless-fracture capacity defined 
CD by Agarwal, et al. 

'co • di~~;onless fraCture capacity defined by 

h • formation thickness, feet 
hf • fracture height, feet 

h_ • dimensionless thickness based on fracture 
-&>r f radius 
h_ • dimensionless thickness based on fracture 
-&>xf half-length 
hfD • dimensionless fracture height 

hw • edge length of an inclined fracture 
hvD • dimensionless edge length of .u inclined 

fracture 
k • horizontal permeability, md 

kf • fracture permeability, md 
k • z 

m(p) • 
A[m(p)]• 

vertical permeability, md 
real gas pseudo pressure, psi2/c:p 
difference in real gas pseudo pressures. 

psi2/c:p 
m • slope of semi-log straight line 1 psi/loS"-1 

pai2/lo8"' 1 or pai2/c:p/lo8"' 
m' • slope in psi/Jbour or, psi2/Jhour, 

pai/c:p/Jbour 
p • fluid pressure, psi 

Po • di~~~ensionless pressure drop 

Pos • dimensionless shut-in vellbore pressure 
drop 

pi • initial pressure in the system, psi 
psc: • standard pressure, psi 

Pwo • dimensionless wellbore pressur~ drop 

pwf • wellbore flowing pressure 1 psi 

Pwf,s • wellbore pressure at instant of shut-in, 
psi 

Pws • wellbore shut-in pressure, psi 



p • average reservoir pressure, psi 
Pns • HDH dimensionless wellbore pressure drop 

q • surface flow rate, STB/D, Mcf/D 
qD • dimensionless flowrate 

r • radius, feet 
rf • horizontal fracture radius, feet 
rw • radius of well, feet 

r~ • effective vellbore radius, feet 

s • skin factor, di .. nsionless 
tDr • dime11aionless time baaed on horizontal 

f fracture radius . 
t • dimensionless time baaed on fracture 
Dxf half-length 
6t • shut-in time, hours 
T • temperature, •a 

Tsc • standard temperature, •a 
w • fracture width, feet 

x
8 

• drainage length, feet 

xf • fracture half-length, feet 
Z • compressibility factor 
• • porosity 
~ • viscosity, cp 
e • angle of inclination of the fracture from 

the vertical 

Subscripts 

CD • dimensionless capacity 
D • dimensionless 
e • external boundary 

Dxf • dimensionless variable baaed on fracture 
half-length 

f • fracture 
i • initial 
w • wellbore 

ACKNOWLEDGEMENTS 

The financial support of the Department of 
Petroleum Engineering at the University of Tulsa 
t. acknowledged with deep gratitude. I am also 
indebted to Dr. Ram G. Agarwal of Amoco Production 
Company, Tulsa, Okahoma, for the stimulating dia
cuasiona we have bad on the subject of finite flow 
capacity fractures during 1972-1975. I .. thank
ful to the Geothermal Program at the Lawrence 
Berkley Laboratory, University of C&liforni.a, for 
the invitation to present this paper. 

References 

1. Bovard, G. C. and Fast, c. a.: !ydraulic 
Fracturing, Monograph Series, Society of 
Petroleum Engineer& of AIME, Dallas (1970), 
2, p. 2. 

2. Clark, J. B.: "A Hydraulic Process for 
IDcreasin& the Productivity of Wells," Trans., 
AIME (1949),186, 1-8. --

3. Dickey, P. A. and Andersen, 1. H.: "Behavior 
of Water Input Walla--Part 4," Oil Weekly 
(Dec. 10, 1945). 

4. 

5. 

6. 

7. 

8. 

9. 

10. 

ll. 

12. 

13. 

14. 

15. 

16. 

17. 

18. 

19. 

20. 

21. 

22. 

23. 

Yuster, S. T. and Calhoun, J. C., Jr.: "Pres
sure Parting of Formations in Water Flood 
Operations-Part 1," Oil Weekly (March 12 ,, - . 
1945) and Part II, Oil Weekly (March 19, 
1945). 
Torrey, F. D.: "Progress in Squeeze Cementing 
Application and Technique,'.' Oil Weekly (July 
29. 1940). 
Teplitz, A. J. and Hassebroek, w. E.: "An 
Investigation of Oil Well Cementing," Drill. 
and Prod. Prac., API (1946), 76. -
Howard, G. c. and Fast, c. a.: ~'Squeeze 
Cementing Operations , " Trans., AIME (1950), 189 
53-64. -- • 
Bovard, G. c. and Fast, c. a.: Hydraulic Frac
turing, Monograph Series, Society of Petroleum 
Engineers of AIME, Dallas (1970~ 2, p. 1. 
Howard, G. c. and Fast, c. a.: Hydraulic Frac
turing, Monograph Series, Society of Petroleum 
Engineers of AIME, Dallas (1970), 2, p. 11. 
Bovard, G. C. and Fast, C. a.: Hydraulic Frac
turing, Monograph Series, Society of Petroleum 
Engineers of AIME, Dallas (1970), 2, p. 59. 
Earlougher, R. C., Jr.: Advances in Well Test 
Analysis, Monograph Series, Society of Petro
leum Engineers of AIME, Dallas (1977), 5. 
Matthews, C. S. and luasell, D. G.: lressure 
Buildup and Flow Tests in Wells, Monograph 
Series, Society of Petroleum Engineers of ~ 
Dallas (196 7). 1. 
Ramey, Henry J., Jr., Kumar, Anil, and Gulati, 
Mohinder S.: Gas Well Test Analysis Under 
Water-Drive Conditions, AGA, Arlington, VA. 
(1973). 
Moore, T. V., Schilthuis, R., and Hurst, W: 
"The Determination of Permeability from Field 
Data," Proc., API Bull. 2ll (1933), 4. 
Theis, ~lea V. : "The Relation Between the 
Lowering of the Piezometric Surface and the 
Rate and Duration of Discharge of a Well Using 
Ground-Water Storage," Trans., AGU (1935), 519-
524. --
Horner, D. a. : "Pressure Build-Up in Wells," 
Proc., Third World Pet. Cong., The Hague 
(1951), Sec. II, 503-523. 
Miller, C. C., Dyes, A. B., and Hutchinson, 
C. A., Jr.: ''The Estimation of Permeability 
and leservoir Pressure From Bottom Hole Pres
sure Build-Up Characteristics," Trans., AIME 
(1950), 189, 91-104. --
l.allley, B. J. , Jr. , and Cobb, Willi .. K. : "A 
General Buildup Theory for a Well in a Closed 
Drainage Area," J. Pet. Tech •. (Dec. 1971), 
1493-1505. 
Mus kat, Morris: ''Use of Data on the Build-Up 
of Bottoa-Hole Pressures," Trans., AIME (1937), 
123, 44-28. --
Wenzel, L. JC.: "Methods of Determining Permea
bility of . Water-Bearing Materials with Special 
leference to Discharging Well Methods," u.s. 
Geol. Survey W.S.P. 887, 1942. 
Cooper, H. B., Jr., and Jacob, c. E.: "A Gen
eralized Graphical Method for Evaluating Form
ation Conatanta and Summarizing Well Field His
tory," Trans. Am. Geophys. Union (19&6 ),Q, 
526-534. 
Jacob, c. E.: "Flow of Water in Elastic Art
sian Aquifer", Trans., AGO (1940), II, 574. 
Jacob, C. E.: "Flow of Groundwater," Engineer
ing Hydraulics, by IDuse and Hunter, John 
Wiley & Sons, Nev York (1950), Ch. 5. 

-137- ~3h 
• 

( ) 
~ / 

(_) 



24. Elkins, L. R.: "Reservoir Performance and 
Well Spacing-Silica Arguekle Pool," Drill. 
and Prod. Prac., API (1946), 109. --

25. van Everdingen, A. F. and Hurst, W.: "The 
Application of the Laplace Transformation 
to Flow Proble11111 in Reservoirs," Trans., 
AlME (1949), 186, 305-324. --

26. Hurst, w.: "Unsteady Flow of Fluids in Oil 
Reservoirs," Physics (Jan. 1934), S. 

27. .Jacob, c. E. and Lohman, s. W.: "Nonsteady 
Flow to a Well of Constant Dr-down in an 
Extensive Aquifer," Trans., AGU (Aug. 1952), 
559-569. --

28. van Everdingen, A. F.: "The Skin Effect and · 
Ita Influence on the Productive Capacity of 
a Well," Trans., AIHE (1953),198, 171-176. 

29. Hurst, W."i"'Eiitabliahment . of the Skin 
Effect and Its Impediment to Fluid-Flow Into 
a Well Bore," Pet. Eng. (Oct., 1953),B-6~ 

30. Hantush, M. s.i"'Nonsteady Flow to a Well 
Partially Penatrating an Infinite Leaky 
Aquifer," Proceedings, Iraq Scientific 
Society (1957). 

31. Hisle, R. G.: "The Effect of Partial Pene
tration on Pressure Buildup in Oil Wells," 
.!!:!!!!.•, AIHE (1958), 213, 85. 

32. Burns, William A., Jr.: "Hev Single-Well 
Test for Determining Vertical Permeability." 
J. Pet. Tech. (June 1969),743-752. 

33. Prats, Michael:"A Method for Determining 
the Net Vertical Permeability Near a Well 
From In-Situ Measure-ments," J. Pet. Tech. 
(May 1970), 637-643. 

34. Agarwal, Ram c., Al-Hussainy, Rafi, and 
Ramey, H. J., .Jr.: "An Investigation of 
Wellbore Storage and Skin ~ffect in Unsteady 
Liquid nov: I. Analytical Treatment," 
Soc. Pet. Eng. J. (Sept. 1970), 279-290. 

35. Ramey, H • .J., Jr.: "Short-Time Well Test 
Data Interpretation in the Presence of Skin 
Effect and Wellbore Storage," J. Pet. Tech. 
(Jan. 1970), 97-104. 

36. Ramey, Henry J., Jr., and Agarwal, Ram c.: 
"Annulus Unloading Rates as Influenced by 
Wellbore Storage and Skin Effect," Soc. Pet. 
Eng. J. (Oct. 1972), 453-462. 

37. Ramey, Henry .J., Jr., Agarwal, Ram c., and 
Martin, Ian: "Analysis of 'Slug Test' or 
DST Flow Period Data," J. Cdn. Pet. Tech. 
(July-Sept. 1975), 37-47. 

38. Cooper, Hilton, H., Jr., Bredehoeft, .John D., 
and Papadopulos, Istavros s.: "lleaponse of a 
Finite-Diameter Well to an Instantaneous 
Cllarge of Water," Water Resources Res. 
(1967), 3, No. 1,. 263-269. 

39. Witherspoon, P. A., .Javandel, I., Neuman, 
S.P., and Freeze, ~ A.: Interpretation of 
Aquifer Cas Storage Conditions from Water 
Pumping Teats, Monograph on Project NS-38, 
American Cas Association, Inc., New York, 
1967. 

40. Howard, C. C. and Fast, C. R.: Hydraulic 
Fracturing, Monograph Series, Society of 
Petroleum Engineers of AIHE, Dallas (1970), 
2, p. 22. 

41. Hubbert, M. K. and Willis, D. C.: "Mechanics 
of Hydraulic Fracturing," Trans., AIHE (1957), 
210, 153-166. --

-138-

42. Zemanek, J., Caldwell, R. L., Glenn, E. E., 
Jr., Holcomb, s. V., Norton, L. J., and 
Strauss, A. J. D.: "The Borehole Televiewer 
--A New Logging Concept for Fracture Loca
tion and Other types of Borehole Inspection," 
J. Pet. Tech. (June 1969), 762-774. 

43. Muskat, M.: Flow of Homogeneous Fluids 
Through Porous Media, McGraw-Hill Book Co., 
Inc., New York (1937), p. 409. 

44. Howard, c. C. and Fast, c. ~ : "Optimum 
Fluid Characteristics for Fracture Exten
sion," Drill. and Prod. Prac., API (1957), 
261. 

45. McGuire, W. J. and Sikora, V. J.: "The 
Effect of Vertical Fractures on Well Pro
ductivity," Trans., AIHE (1960), 219, 401-
403. --

46. Prats, M.: "Effect of Vertical Fractures on 
Reservoir Behavior--Incompressible Fluid 
Cue," Soc. Pet. Eng. J. (June, 1961)", 105-
118. 

47. van Poollen, H. K., Tinsley, John M. and 
Saunders, Calvin D.: "Hydraulic Fracturing: 
Fracture Flow Capacity vs. Well Productiv
ity,., Trans., AIHE (1958), 213, 91-95. 

48. Craft, i:"'""C:", Holden, W. 11.. and Graves, 
E. D., Jr.: Well Design: Drilling and 
Production, Prentice-Hall, Inc., Englewood, 
Cliffs, N.J. (1962), p. 494. 

49. Dyes, A. B., Kemp, C. E. and Caudle, B. H.: 
"Effect of Fractures on Sweep-Out Pattern," 
Trans., AlME (1958), 213, 245-249. 

50. ~ey, J. M., Williams, J. R., Jr., Tiner, 
R. L. and Malone, w. T.: "Vertical Fracture 
Height--Its Effect on Steady-State Produc
tion Increase," J. Pet. Tech. (May 1969), 
633-638. 

51. Ramey, H. J., Jr., Barker, B., Ariharaz, N. 
Mao, M. L. and Marquis, J. K.: "Pressure 
Transient Testing of Hydraulically
Fractured Wells," presented at the spring 
meeting of the American Nuclear Soc., 1972. 

52. Prats, M., Hazebroek, P. and Strickler, 
W. R.: "Effect of Vertical Fractures on 
Reservoir Behavior--Compressible-Fluid 
Case," Soc. Pet. Eng. J. (June, 1962), 87-94. 

53. Scott, J. 0.: "The Effect of Vertical 
Fractures on Transient Pressure Behavior of 
Wells," J. Pet. Tech. (Dec., 1963), 1365-
1369. 

54. Russell, D. C. and Truitt, N. E.: "Tran
sient Pressure Behavior in Vertically 
Fractured Reservoirs," J. Pet. Tech. (Oct., 
1964), 1159-1170. 

55. Cringarten, Alain C., Ramey,· Henry J., Jr., 
and Rsghavan, R.: "Unsteady-State Pressure 
Distributions Created by a Well With a 
Single Infinite-Conductivity Vertical 
Fracture," Soc. Pet. Eng. J. (Aug. 1974), 
347-360. 

56. Caralav, H. s. and Jaeger, J. C.: Conduction 
of Heat in Solids, Oxford at the Clarendon 
Press (1959), p. 353-386. 

57. Newman, A. B. : "Heating and Cooling Rectang
ular and Cylindrical Solids," Ind. and Eng. 
Chem. (1936), Vol. 28, 545. 

58. Cringarten, A. C., and Ramey, H. J., Jr.: 
"The Use of Source and Green's Functions in 
Solving Unsteady Flow Problems in Reser
voirs," Soc. Pet. Eng. J. (Oct. 1973), 285-
296. 

~37 



/ 

59. Abramovitz, Hilton and Stegun, Irene A. 
(ed.): Handbook of Mathematical Functions 
With Formulas, Graphs and Mathematical 
Tables, National Bureau of Standards Applied 
Mathematic& Series-55 (June 1964), 227-253, 
295-330. 

60. Clark, K. K.: "Transient Pressure Testing 
of Fractured Water Injection Wells," J. Pet. 
Tech. (June 1968), 639-643. ---

61. Earlou&}ler, ll. c., Jr. 1 Jlamey, H. J., Jr. • 
Hiller, F. c. and Mueller, T. D.: "Pressure 
Diatributiona in Rectangular Reservoirs," 
J. Pet. Tech. (Feb. 1968), 199-208. 

62. Siaon, L. c.: "Effect of Compua Orientation 
of a Vertical Fracture on Pressure Behavior 
in Closed Rectangular R.e~ervoirs," Master of 
Science Thesis, University of Tulsa, Tulsa, 
OK, 1976. 

63. Jlaihavan, ll. and Hadinoto, Nico: "Analysis 
of Preasure Data for Fractured Wells: The 
Constant Pressure Outer Boundary," paper 
SPE 6015 presented at the SPE-AIME Slat 
Annual Fall Technical Conference and 
Exhibition, New Orleans, Oct. 3-6, 1976. 

64. Hurst, William, Haynie, Orville K., and 
Walker, llichard N.: "New Concept Extends 
Pressure Buildup Analysis," Pet. Eng. (Aug. 
1962) 1 65-72. 

65. Khan A.: "Pressure Distributers in Rectang
ular R.eaervoirs Drained by Vertically
Fractured Well.'' Master of Science Thesis, 
University of Tulsa, to appear. 

66. Watteabarger, llobert A.: "Effects of Tur
bulence, Wellbore Damage, Wellbore Storage, 
and Vertical Fractures on Cas Well Testing," 
PhD Dissertation, Stanford U., Stanford, 
Calif. (1967). 

6 7. llamey, H. J. 1 Jr. , "Practical Use of Modern 
Well Test Analysis," paper SPE 5878 
presented at the SPE-AIME 46th Annual Calif. 
Region&! Meeting, Long Beach, April 8-9, 
1976. 

68. Cineo-L., Heber, Samaniego-V., F., and 
Dominguez-A., N.: "Transient Pressure 
Beh.vior for a Well With a Finite Conducti
vity Vertical Fracture," paper SPE 6014 
preaented at the SPE-AIME Slat Annual Fall 
Tec:hnical Conference and Exhibition, New 
Orleans, Oct. 3-6, 1976. 

69. Agarwal, llam. c. I Carter I ll. D. and Pollock, 
c. B.: "Evaluation and Prediction of Per
formance of Low Permeability Gas Wells 
Stimulated by Maasive Hydraulic ~racturina," 
SPE 6838, presented at the 52nd Annual Fall 
Technical Conference, Denver, Colorado, 
Oct. 9-12 1 1977. Also see Agarwal, llam G.: 
"Evaluation of Fracturina Results in Con
ventional and MHG Applications," SPE Mid
Continent Section 1 Continuing Education 
Course on Well CoiiiPlation and StiiiiUlation, 
Feb. 1977. 

70. Swift, c. W. and Kiel, 0. C.: "The Predic
tion of Performance Including the Effect of 
Non-Darcy Flov," J. Pet. Tech. (July, 1962), 
791-798. 

71. Smith, ll. v. (1961). Unsteady-State Gas 
Flov into Cas Wells, J. Pet. Tech., 13, 
1151-1159. 

72. Holditch, S. A. and Morse, R. A.: "The 
Effects of Non-Darcy Flow. on the Behavior 
of Hydraulically Fractured Gas Wells," J. 
Pet. Tech. (Oct. 1976), 1169-1179. -

73. Raghavan, R..: "Some Practical Considerations 
in the Analysis of Pressure Data.'' J. Pet. 
Tech., (Oct., 1976) 1 1256-1268. 

74. Wattenbarger, llobert A. and ll.amey, B. J. 1 

Jr.: "Gas Well Testing With Turbulence, 
Damage and Wellbore Storage," J. Pet. Tech. 
(Aug. 1968), 877-887. 

75. Ramey, H. J., Jr. and Cringarten, A. c.: 
"Effect of High Volume Vertical Fractures on 
Geothermal Steam Well Behavior," paper pre
sented at the second United Nations Sympo
sium on the Use and Development of Geother
mal Energy, San F~ancisco, May 2Q-29 1 1975. 

76. Gringarten, Alain c. and llamey, Henry J., 
Jr. : "Una teady-State Pressure Distributions 
Created by a Well With a Single Horizontal 
Fractu~, Partial Penetration, or Restricted 
Entry 1 " Soc. Pet. Eng. J. (Aug. 1974) 1 413-
426. 

77. Graingarten, A. C., Ramey, H. J., Jr., and 
R.aghavan, R..: "Applied Pressure Analysis 
for Fractured Wells," J. Pet. Tech. (July 
1975). 887-892. 

78. Cinco-Ley, Heber, Ramey, Henry J., Jr., and 
Miller, Frank G.: "Unsteady-State Pressure 
Distribution Created by a Well With an 
Inclined Fracture," paper SPE 5591 presented 
at the . SPE-AIME 50th Annual Fall Technical 
Conference and Exhibition, Dallas, Sept. 28-
0ct. 1, 1975. 

79. R.aghavan, ll., Uraiet, A., and Thomas, C. W.: 
"Vertical Fracture Height: Effect on Tran
aient Flov Behavior," paper SPE 6016 
presented at the SPE-AIME Slat Annual Fall 
Technical Conference and Exhibition, New 
Orleans, Oct. 3-6, 1976. 

80. Loclte, C. D. and Sawyer, w. K.: "Constant 
Pressure Injection Test in a Fractured 
Reservoir-History Meech Using Numerical 
Simulation md Type Curve Analysis," paper 
SPE 5594 presented at SPE-AIME 50th Annual 
Fall Meeting, Dallas, Sept. 28-0ct. 11 1975. 

81. Aronofsky, J. S. and Jenkins, ll.: "A Sim
plified Analysis of Unsteady Radial Gas 
Flow," Trans. • AIME (1954) • 201 1 149-154. 

82. Al-Buaaainy, ll., R.allley, H. J. 1 · Jr. 1 cd 
Crawford, P. B.: "The Flow of Ileal Gases 
Through Poroua Media," J. Pet. Tech. (May 
1966), 624-636. 

83. Carslaw, H. s. and Jaeger, J. c.: Conduction 
of Heat in Solids, 2nd Ed., Oxford at the 
Clarendon Press (1959), p. 11. 

84. Leibenzon, L. s.:. "Subsurface Hydraulics of 
Water, Oil and Cas," Publ. Acad. Sci., col

. lected works, U.s.s.R. (1953) 1 2. 
85. llaats, P.A.C., Steady infiltration from line 

sources and furrovs. Soil Sci. Soc. Aller. 
Proc. 34 (1970), 709-714. 

86. llaghavan. ll. • Cady, Gilbert V. , and llamey, 
Henry J. 1 Jr.: "Well-Test Analysis for 
Vertically Fractured Wells," J • . Pet. Tech. 
(Aug. 1972), 1014-1020. 

87. Perrine, R. L.: "Analysis of Presaure 
Buildup Curves," Drill. and Prod. Prac. • 
API (1956) 1 482-509. 

-139- <638 

n 

) 

) 



88. Kumar 1 Anil and ll.amey, Henry J. 1 Jr. : 
"Well-Test Analysis ·for a Well in a Constant
Pressure Square," Soc. Pet. Eng. J. (April 
19 74) 1 107-116. 

89. Jl&&havan, 1..: "The Effect of Produc.in& T~ 
on Type Curve Analysis," submitted to SPE 
of AIME. 

90. Wasserman, H. L. and Emanuel, A. s.: 
"History Matching Three-Dimensional Models 
Us in& OptiJul. Control Theory," J. Can. Pet. 
~· (Oct.-Dec. 1976), 7o-77. 

91. Carter, 1.. D., Kemp, L. F., Jr., Pierce, 
A. c. and Williama • D. L. : "Performance 
Katchin& with Constraint!!•" Soc. Pet. Eng. 
J. (April 1974) 187-196. 

92. Cbavent • C. • Dupuy • H. md Lemonier, P.: 
"History Matching by Use of Opt1mal Control 
Theory." Soc. Pet. Eng. J. (Feb. 1975) 0 

74-86. . 
93. Chen. W. B., Cavalu, c. 1.. md Se1nfeld 0 

J. B.: "A New Algorithm for Automatic 
History Katchin&." Soc. Pet. Eng. J. 
(Dec. 1974) 593-608. 

94. Wasserman, H. L. • Emanuel. A. S. and 
Seinfeld, J. H.: ''Practical Application of 
Optimal-Control Theory to History-Matching 
Hultiphase Simulator Models •" Soc. Pet. 
Eng. J. (Au&• 1975). 347-355. 

, -

-140- 7?3 i 



12 

0 .... 
X ... 
~ 

' ... u 
ct 

8 ~ 

>' u z 
l&J 
0 6 
1.1.. 
1.1.. 
l&J 

~ 4 g 
1.1.. 

Fig. 1. 

I 

'w • 9~ inches 

'• • 1050 feet 

Xt/r1 • 0.5 

PRATS 
VAN POOLLEN,!,!2_!. 

~--~~~--------======~~==--CRAF~~~· 
TINSLEY,!! 2!· 

RELATIVE CONDUCTIVITY,.Wkf /~,ft 

Flow efficiency vs. relative conductivity for a vertically fractured well. 

Fig. 2. 

~--'7DRAJNAGE 
BOUNDARIES 
CLOSED OR 
CONSTANT 
PRESSURE 

~---+-FRACTURE 

._.,. ___ 2Xe -----~ 

Schematic diagram for a vertically fractured system. 

-141-

( ) 

C_) 



Fig. 3. 

0 
~ 
Q. 

0: 

~ 
0 
LLJ 
0:: 
:::> 
(/) 
(/) 
LLJ 
0:: 
Q. 
LLJ 
0:: 
0 m 
...J 
...J 

~ 
en en 
LLJ 
...J z 
0 

~ 
LLJ 
:E 
0 

Fig. 4. 

/ 

DIMENSIONLESS TIME, t 0xf 

Dimensionless vellbore pressure drop vs. dimensionless time for an infinite
conductivity vertically fractured well in a closed square draiuage region. 
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Fig. 5. Dimensionless wellbore pressure drop vs. dimensionless time for an uniform-flux 
vertically fractured well in a closed square drainage region. 
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Dimensionless wellbore pressure drop vs. iimensionless time for an uniform-flux 
vertically fractured well in a closed square drainage region. 
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Fig. 7. 

Fig. 8. 
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Dimensionless wellbore pressure drop vs. dimensionless time for an infinite
conductivity vertically fractured well in a closed square drainage region. 
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Dimensionless wellbore pressure drop vs. dimensionless time for an infinite
conductivity vertically fractured well in a square drainage region. 
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Fig . 9. 

Fig. 10. 
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Dimensionless wellbore pressure drop vs. dimensionless time for an uniform-flux 
vertically fractured well in a square drainage region. 
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Fig. 13. 

Fig. 14. 
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Fig. 18. Dimensionless wellbore pressure drop vs. dimensionless time for a uniform-flux 
vertical fracture with wellbore storage. 
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Fig. 19. 

Fig. 20. 
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Fig. 21. Dimensionless wellbore pressure drop vs. dimensionless time for a uniform-flux 
horizontal fracture in an infinite reservoir. 
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Dimensionleso wellbore pressure drop vs. dimensionless time for a uniform-flux 
horizontal fracture in an infinite reservoir. 
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Fig. 23. Dimensionless wellbore pressure drop vs. dimensionless time for an infinite-con
ductivity inclined fracture in an infinite reservoir. 
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Fig. 24. Schematic diagram for an inclined fracture. 
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Fig. 29. Drav-down data for a limited entry uniform-flux vertical fracture in an infinite 
reservoir. 

ENTRY 

UNIFORM· FLUX 

DIMENSIONLESS TIME, foxf 

XII. 771 Cl-6733 

Fig. 30. Draw-down data for a limited entry.unifora-flux vertical fracture. 
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Fig. 35. Permeability-thickness correction for a vertically fractured vell at the center 
of a closed square. 
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Fig. 37. Miller-Dyes-Hutchinson build-up graph for a vertically-fractured well in a 
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Fig. 39. Borner build-up graph for a vertically fractured well in a constant pressure 
square. 
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Schematic representation of a fractured porous medium. 
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Paper 189, 1982; Jour. Petr. Tech., 36, 549-564, 1984 and 39, 631-633 , 
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'ftl.ia paper summarizes available aethoda for 
interpreting flow testa in fissured foraations. 
The aethoda are taken from the geotechnical, ground
water, and petroleum literature. 'ftl.eae are uually 
baaed 011 •equivalant reservoir• .olutiona, which 
attempt to nlate the actual fissured ruervoir 
behavior to that of a known theoretical aodel, 
homoqeneou or beteroqeneou , of lover 00111plex.i ty. 
The double-poroai ty concept, naed by aany authors 
for 9TQund-vater and petroleum engineering probl ... , 
is critically reviewed and the relationship between 
the variou av&J.l.ahle .olutions u established. 'ftl.e 
-thoda presented in the paper are illutrated with 
well-teat data from aquifers and oil reservoirs of · 
various characteristics. 

DTROOOCTION 

'ftl.e aov-ent of under9TQun4 fluids u of interest 
in aany different engineering fielda, aDd hu been 
the subject of numerou studies since the 1950a. 
Flow-analysis proc:eduru, however, are well utab
liabed oal.y for porou fluid-bearin9 reservoirs 
that are considered rea.ooably ~oqeneoua. 

'ftl.e probl .. of fluid flow ill betaroqeneoua fora
ationa is still the subject of auch debate. It u 
generally aqr-d that conventional aethoda pria&rily 
developed for boaoqeneou reservoirs are iD&dequate, 
and that new, specific approaches are required in 
order to provide a convincin9 explanation for .aae 
coaaoal.y observed flow peculiar! ties. 

In particular, fractured foraations have received 
auch attention, aai.nly in the Uterature 011 en9in~ 
in9 qeoloqy, 1D connection with slope stability aDd 
•-page probl ... of large ·cSaaa md tunDela r 1D 
vround-vater hydroloqy, in nlation to pollution
oriented probleaa such as subsurface waste disposal 
and salt-water intruionr and 1D petroleua enCJine&r
inCJ, becaue of the develo~t of hydraulic wdl 
fracturing and the recoqnition of naturally fbaured 
AHrvoira u iaportant producers. 

'ftl.is paper 4iacuaau Tariou approaches for 
&naly&inCJ the flow of fluid 1D fiaaared foraations 
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in connection with qroundoovater and petroleua enqi
n-rinv proble-. Solutions used in geotechnical 
en9in-rin9 are 011ly briefly aentioned, and the 
reader is referred to specific publications on that 
subject for aore details (Wilson and Witherspoon, 
1970r Parsons, 1972). 

'l!lis paper illustrates sc.ae of the analysis 
-thoda with results of a nllllllber of taata aade in (' 
fissured reservoirs of different rock characteriatil 
A few of the testa were upecially designed for 
fracture-flow analysis. 

GZNERAL CONCEP'l'S OF WZLL-'l'EST INTERPRETATION 

lnTerH Terau Direct Probl-

'l'be principles IJ'O'f'erninq well-teat analysis are 
aore easily understood when 011e considers well-teat 
interpretation u a special pattern-recognition 
problea. 

In a well teat, a known signal I (for inatance, 
the constant withdrawal of reservoir fluid) is 
applied to an anlalovn ayat- s (the Well + reHr
'W'Oir). 'ftl.e nspoD.ae of that ayat-, 0 (the change 
in reHrvoir pressure), J.a aeuured durin9 the teat. 
Scheaatically, I • S • o. -

!be purpo .. of well-teat interpretation ia to 
J4enti.LII the ayat- s, kDoving only the input I and 
output o signals and possibly aoae other reaer...oir 
charaeteriatica, auc:h u initial or boundary 
cOnditions and abape of drainage area. 

t'hia type of probl- is kDovn in .. th-.tica u 
the blverft probl••• s • 0/1. It can be .abed 
directly by dividin9 the Fourier transfora of the 
output aiqnal by that of the input aiqnal, obtaininCJ 
the tranafer function of the ayat-. 'ftl.i• aet.hod ia 
aeful vben ODe u only interested in the ayat
rupoaH to different input signals, but it does not 
allow &DY physical "-scription of the actual 
reservoir (black bolt approach). 

& aore deacriptiTe approach in'W'OlTu the aearch 
of a well-defined tbeoret~ re.ervoir, wboH 
rupoa .. to the aaae input signal ia as cloee as 

ot;t 
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•ible to that of the actual reaenooir. The 
ae of the theoretical reaertoir u ccaputecl 

apecUic initial and boundary conditiou, which 
muat correapond to thoH of the actual one, when 
they are knovn. This is called the d.Lrect probl-: 
0 • I X So 

IDterpretatioD thus relies OD -.odels, ..tloH 
characteriatica are &asUIIed to represent the charac
teristics of the actual reservoir. 

U the vrODCJ -.odel is .. lected, theD the par-
etera calculated' for the actual reservoir will DOt 
be correct. oa the other band, the solution of the 
Jnverae problem 1a uaually Dot unique• it aay be 
possible to find several r .. ervoir CODfigouraticma 
that would yield si.JDilar reapoDHS to a CJiVen input 
signal. Bovever, the IWIIber of alternative aolutiou 
decreues u the 11UIIber cd the r&nCJe of output sir 
nal •-aurellellta Jncreue. 

Theoretical Models 

Theoretical -.odela are always constructed in the 
.... aanner. As uetched in rigoure 1, they include 
a basic aodel, i.nDer boun4ary conditiou, and outer 
boundary conditioDa. 

The buic aodel is of iDfinite lateral extent and 
may be holllogeneoua or heterogeneous (double-porosity, 
multilayered, or coaposite). It coapriaes initial 
conditions, usually with unifora pressure. 

The basic aodel 1a of practical interest only ill 
' rference tests, to analyze the pressure response 
.observation -11s away from the active -11. To 
~~eful for practical applications at the active 

the basic .odel ~t be associated vith inner 
dary conditions, 111oat a::JIIIIIlonly wellbore atorage 

and aki.n effect, fractures, and partial penetration. 
Finally, outer boundary conditions IIIAY have to 

be added, depending upon the actual situation. 
Possibilities include no-flow boundaries (sealing 
faults) and constant pressure (rechArge). 

Moat lllOdela presented in the oil literature 
asaUIIe illlperaeable upper and lower boundaries, ao 
that now eventually becomes radial in the foraation. 
Until recently, these ~els did not take into 
account inner boundary conditions at the active well, 
and -re valid only for interpretinCJ long-term -11-
teat data. They -re DOt adequate for analyzinCJ 
early-tillle data ( c!ata affected by wellbore oondi-

INNER 'BASIC I OUTER 
BOUNDARY BOUNDARY 
CONDITIONS .MODEL CONDITIONS 

I HOMOGENE~ I 
:'ETEROGENEOUS 

WEUIIORE INFINITI! 
STORAGE LATERAL EXTENT 

SKIN IMPERMEABLE 
NO FLOW 

FRACTURES UPPER & LOWER CONSTANT 

"WW. 
BOUNDARIES PRESSURE 

:ETRATION 
UNIFORM 

~·c .•. INITIAL PRESSURIE 

tiona) that were aiataltenly con8idered unrellable. 
Inner bounc!ary conditions are &lao absent ill aoet 
aodels usee! in ground-ater hydrolOCJY because they 
are lll&inly uaed to analyze Jnterference tasts. Ou.ter 
bounc!ary conditions are -11 doC\Dentad in both the 
oil and qroun~ater literature. 

Model Identification 

!0 be appropriate for the syst .. under study, 
the theoretical IIIOdel Hlected for analyaia should 
!Delude the -nrioua daain&nt futures of the nal 
syst-. 

In aoat pL"actical cases, inner boundar.f,es, the 
basic IIIOdel, and outer boundaries dolllinate at differ
ent tiJae perioc!a in the test, end exhibit ~cial 
behavior• that are eaaily rec:oqnizable. In tact, 
the effect of inner end outer bounc!ary conditions CD 

the preuure beh&Tior of a aodel u independent of 
the D&ture of the basic aodel itself ( hollloqeneoua Or 
beteroqeneoua) • The reverse u also true but to a 
.ore liaited extent. 

'lhe diatinctive illlpact of the T&rioua 0011ponenta 
of a theoretical IIIOdel is beat seen on a l.oCJ-loq 
plot, vith the ch&nqe in pL"essure durinq the test, 
Ap, plotted u a function of the tillle, At, elapsed 
aince the start of the test. 

ror e:u~~ple, -llbore atoraqe yields a loCJ-lOCJ 
straiCJht line of slope unity1 at early tiaea (Ap 
is proportional to Atr R.aaey, 1970) and, conversely, 
a unit llope loq-log straight line pasainCJ throuqh 
-rly ti- data ia usually indicative of wellbore 
atoraqe. On the other hand, because Ap ia propor
tional to At the -•e data points 111ust &lao be 
located on a straight line passinq through the 
origin when Ap ia plotted Tersua At in Cartesian 
coordinates. SUch a plot, specif1c to a g1ven flow 
regiJIJe, is called a special1zed plot. 

In the a&llle way, a high-conductivity fracture 
ooiiiiiiUJlicating with the wellbore yields a log-log 
straight line with h&lf unit slope2 (lip is 
proportional to I"Etr Crinqarten and others, 1975), 
whereas a low-conductivity fracture yiel<t. a log-loq 
etraight line with a one-fourth slope (Cinco and 
Salll&niego, t978b) • Radial flow ( Ap proportional to 
log At r ,_n Everdinqen and Burst, 1949), spherical 
flow (Ap proportional to t/W"Atr Moran and Finklea, 
1962) and paeudo-ateady-atate flow (Ap, linear 
function of litr Jones, 1956) also exhibit 
distinctive loq-loq shapes. 

The specialized plots associated with these 
varioua flow reqiaea are, respectively: 

lip va rEt (hiqh-conductivity fracture), 
lip vs 41At (low-conductivity fracture), 
Ap va lo~ At (radial flow), 
Ap n 1/{At (spherical flow), 
Ap Ta At (paeudo-ateady-atate flow, 

late u .. c!ata), 
and should show a straight line throuqh the points 
of interest. 

The log-log plot ia called a diagnost1c plot1 
it allows identification of doainatinCJ flow reqi .. s, 
which yield straight linea on specialized plots. 

1Log-loCJ llope of unity • t log cycle (drawdovn) 
for 1 log cycle (ti .. ). 

2Loq-log slope of 0.5 • t log cycle (drawdovn) . 
for 2 lOCJ cycles (tiae). 
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!be log-l09 behavior of a co-plete aodel (baaic 
IIOCSel + inner boundary conditione + outer boundary 
conditione) ia aiaply obtained aa the auperpo•1t1on 
on the ...:.e lOCJ-109 qraph of the in4ividual lOCJ-lOCJ 
behavior• of -ch component of the aodel. !be 
reaultiniJ lo~J-109 curve ia c&l.l.ecS a t!fpe-cuzve and 
ch&racterizu the aocSel. 

'rype-<:une An&l.yaia 

'l'ype-curvu are uaually CJr&phed •• a diaeDaion
leaa preaaure veraua a diae~aionleaa tiae, with each 
curve beiDIJ characterized by a 41aenaionleaa number 
th&t dependa upon the apecific reaervoir aodel. 
Diaeoaionleaa paraaetera are defined aa the reel 
par ... ter ~ a coefficieot that incluc!ea reaer
voir characteriatica. WIMn the appropriate aodel 
ia bein'l uaed, real and theoretical preaau.re -raua 
ti.. curvea are identical in ahape but 41aplace4 
vith reapect to each other, vith the 41aplaceaent 
factor• for both preaaure &Dd tiae exea bein'l pro
portional to certain reaervoir paraaetera •. 

PlottiniJ real. data u lQCJ-109 pruau.re veraua 
tiae curvu thua providea quant1t.1t1ve u vell u 
qual1tat1ve information on the ruervoir. 

Qualitative information--recogniziniJ doain&tiniJ 
flov re11iaea from their characteriatic ahapea--helpa 
in aelectin'l the aoat appropriate theoretical rea
ervoir aodel, and to bre&Jt dovn the teat data into 
HC]IIIenta that can be analyzed by apeciali&ed .. thode • 
Specialized. .. thode (auch u Jacob'•• 1950) uae the 
paraaetera of the atraight line on the apeci&lized 
plota, and uaually provide aore eccurate reaulta 
th&n quantitative loq-loq analyaia. 

Quantitative lG~J-lO<J analyaia iapliea .. tchiniJ 
the log-lO<J plot of the teat uta a~J&inat a type- · 
curve fro. a theoretical .adel that includea the 
varioua featurea identified on the actual data. 
For a 11iveo theoretical .odel, ho-ver, not all type 
curvea are equivalent. DependiniJ upon the choice of 
di.JIIenaionleaa preaau.re and ti- par-etera, one type 
curve aay be -•ier to uae within & apecific d&~ 
raniJe, and ctifferent qrapha of the ... e type-curve 
uta are =-on in the literature. Aa a ~JeD&ral 
rule, type-curve aatchiniJ ia uaier wheo all the 
theoretical curvu on the type-curve qraph -~ 
into oae. curve vhere the actaal well data ere the 
aoat nuaeroua. 

Becauae inner boandariea, the baaic aodel, &DC! 
outer boundariea dominAte the teat at different 
tiaea, tbe information obtained frcia a teat cSepeDda 
on the period in the teat that ia beiniJ analyzed. 
In other vorda, diffc&ent raniJU of teat 4&ta yield 
reaervoir paraaetera characteri&iniJ the reaervoir 
on ditfereot •calea. ll&aically, the earlier the 
teat data, the aore detailed the reaervoir infoma
tion that c&D b8 atracted. 

!bia point ia illuatratad in l'iC)UZ'e 2, which 
repreaenta the preaaure behavior of a vall duriniJ a 
typical oonatant ra~e 4rawdovn tnt. 'ftlr" t1ae 
perioda can be identified. 

Period 1 correaponda to l&te-tiae uta, where 
boundary effect& are pr..SC.J.Dant. 'l'hia period -• 
the firat to be · inveati~Jated by well teatin11 in the 
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Tigure 2. Znforaation obt.wined from vell-te•t 
dat.l. 

1920a &Dd 1930• (and ia atill the aain t&r~Jet of 
~Jeotechnical teatiniJ) • Production -11a vere abut 
in at reiJular interval.• and downhole pruaur-point 
-aau.r-enta vue taken to obtain the reaervoir 
averaqe preaau.re. A aateri&l balance ( aero-diaen
aional) aoc!el vaa then uaed to eatimata the reaervea • 
Becauae all closed ayata.. axhibi t the aaae paeudo 
ateady-ata te behavior, no other inforaation can be 
extracted fr011 theae data. 

Aaaearchera then r.ali&ed that the validity of ( 
apot preaaure aeaaur-enta vu dependent upon the ) 
duration of the ahut-1D period1 the lua perae&ble .. 
the formation, the loniJ&r the ahut-iD period necea
aary to reach aver&IJ& pruau.re. Tranaieot taatiniJ 
vaa thua introduced and vaa vell developed 1n the 
1950a and 1960a. 'l'hia corresponds to Period 2 on 
Fi~Jure 2. Data from Period 2 are analyzed to obtain 
the peraeability-thicltneaa product, kh, of the for
aation, and the akin, s. ao-ver, theae par-etera 
only reprueot a ~Jro•s reservoir behavior, and can
not be ued to describe the ayat- in g-reater detail. 

!'or inatance, any horizontal reservoir of infi
nite lateral extent vith illperae&ble upper and 
lower boundu'iea vil.l .ventu&l.ly exhibit radial 
flov behavior durin'l the infinite &ctiniJ Period 2, 
and the .... lth val• could repruent a baD09eoeoua, 
aultilayered, or fi•aured reaervoir. 

In the .... _y, a poaitive ekin oould indicate 
either a .S...1Jed well or an ·and ... IJed -11 with 
partial penetration 1 and a neptive aJt1n cb&r&cter
i&ea a atiaulatad well that could ba acidized., 
hy4raulic&l.ly fractured, or that interMcta a nat
ural fracture. 

'l'bia kind of 4et&il.ed information 1a obtained 
ODly frc:. early-tiae data (Period 3 on Fill• 2) • 
Period 3 baa been the aubj ect of aany atudiea in 
the oil. literature a1nce the lata 1960a, and ia the 
uual t&r~J&t of the -called .odern vall-teat 
ana1}'8ia. 

' 
'l'BEORI!'l'ICAL IICXIELS POR riSSORID USER'IOIRS 

'1Vo approach•• have bean uaed for e~alyziniJ flov 
probl ... 1n fi .. ured rocka. Cine ia baaed on repr
MntiDIJ the fracture fomation u a duconti.nuou• 
aediua, &DeS oouidera 1Ddividual frlleture behavior 
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Ad tM exact geometry of the fiawred ayat- r the 
ther uaUIIlu cont:.inuity and .tati.stic&lly hoaoti-

u• zocJt and fluid properties. 'l'he choice of 
either approach depends essentially apon the rela
tive scale of the phencxaeon beinc;r studied, &n4 011 

the availability of the Deeeasary input per&llletera. 
DeteraiAiatic aodela--which attempt to duplicate 

the actual ~etry of the fiasure/poroua block 
ayst- by specifyinc;r iDdividual fiasure locations, 
orientations, an4 aperture variations-are usually 
lilait.d to relatively aa&ll•acale, ~echnical 
project.. 1'he continuUIIl approach ia .are real.ietic 
in qround-water and petroleua enc;rineerillc;r probleJU. 

Deterllliniatic a:ldela rely upon a mowledc;re of 
the flow characteristics of individual ·fracture 
-CJIIIenta and take into account the diaeontinuoua 
character of the fissured rock auaea, their 
heterogeneity in a given field, and the completely 
arbitrary orientation of the fissure Det~rk. 
Different aethoda bave been auc;rqeated to deal with 
the uture of the fracturation, atartinc;r from the 
simplest ease (a rock aasa with & ainc;rle ayatem of 
conductive fractures) to the complex case of arbi• 
trarily oriented -t• of fractures (Louis, 1975). 

Moat models are baaed on parallel plate flow 
theory end the concept of directional hydraulic 
conductivity. It has been shown that the eteady
~te flov of -ter in a fissure follows the 
.~ential theory when one uses a velocity potential, 
t, vhich ia related to the hydraulic potential, 

p + P9Z• 1'his p:operty &lao extends to a aystem 
uf plane parallel fissures if the hydraulic 
conductivity, kf, of the sinqle fissure is 
replaced by the directional hydraulic conductivity, 
"• of the aystem of fissures (Louis, 1969). 

'l'he p:oblem in space is thus broken oown into • 
aeries of two-dimensional problems for each 
fissure or aystem of parallel fissures. JCnowinq the 
directional hydraulic conductivities at the scale of 
the lattice of the model used, it is then possible 
to find the hydraulic potential distribution by 
means of any usual -.tbod of solution. 

For example, Louis ( 1969) used a tvo-dimendonal 
steady-state analytical model, whereas Sharp ( 1970) 
employed a line-element numerical technique for two• 
dimensional problema, and & planar-element niDerical 
technique for three-dimensional problem.. Ill the 
same vay, Wilson ( 1970) developed & lin-el-ent 
model for purely parallel plate flow between 
impermeable blocks, and & trianqular-element aodel 
for combined fissure and block flow problema. 

Statistical Models 

tllen fracture density is larc;re and aany measur
.. nts of fracture p:operties are available, aean 
values can be determined for aperture, frequency, 
and orientation in ety set of fractures, and a pera
••bility tensor can be calculated, asa~ainc;r that the 

1iuaa can be considered continuous. 1'hia approach 
A• used by several authors vith deterministic aodela 

h aa the ones described above ( Serafill and del 
po, 1965r Serafia, 19687 ~. 1966r Snow, 1965, 

1968). 

All these IIOdele have been •ed for eolvinc;r CJeO
ucbnical p:obl•s Uftder ateady•stat• flow eonditiona. 
Another type of etatiatieal 8104el, applicable to 
transient flow, has been used by various authors in 
connection with rec;rional ground-water end petroleiD 
enc;rineerinc;r probleme. Ill these 1104ela, porous bloclta 
and fissures cannot be located exactly and are 
assumed to be uniformly distributed throuc;rhout the 
formation. The reservoir is thus truted u en 
•equivalent• ayatem, either bcllloc;reneous or hetero
c;reneous, as dictated by the c;reneral behavior of the 
actual teat data. 

All •equivalent• is & aylltelll vhoae c:&l.cul.ated 
behavior ia equivalent to the observed behavior of 
the real ayatem. The ~rd •equivalent,• however, 
only applies to the baaic theoretical 8104el. Boun
d&ry con4J.tiona, whether inner or ouur, ahoul~ be 
the actual cnea, vbe they are known. 

In the followinq, I exaaine various theoretical 
.adele that have been used in the literature for 
interpretinc;r the behavior of fissured reservoirs. 
They are introduced in & loqical order, atartillc;r ill 
each case vi th the basic aiOClel, ed ~9 bounc!&ry 
conditiona u appropriate. Bomoc;reneous aodela are 
described tiret because they are simpler, -11-
doCUIIlented, and rea4J.ly available. Beteroc;reneous 
aodels are introduced next. Amonc;r these, the ci:>uble
porosity model, especially deaiqned for interpretinc;r 
fissured ayatema, ia enalyzed in C)reat detail. 

BotDogeneous Model • Usual homogeneous 1110dela have 
often been extended to analyze tests in fissured 
formations simply by includinc;r aniaotropy. 

1'he anisotropic effect of a fractured .. diUIIl is 
easy to visualize in the case of a vertical fracture 
aystem. Experiments conducted by Huskey and 
Crawford ( 1967) indicate that permeability should 
increase when the fractures are parallel to the 
direction of now. whereas there should be no chanqe 
in permeability due to fractures at ric;rht anqlea to 
the direction of flow. .b & result, the &iuci.mum 
permeability should be representative of the frac
ture system, while the ainimum permeability will 
reflect the effects of the matrix. 

'l'he same problem vas inveatiqated by Prats (1972) 
and Aafari and Witherspoon ( 1973). Prats ·-. able 
to develop an analytic expression relatinc;r the 
permeability anisotropy to fracture geometry for 
infinitely conductive fractures in offset systems ot 
fractures. Prats' IIOdel and resul ta are presented 
in Fiqures 3 and 4, respectively. 1'he ordinate in . 
Fiqure 4 Cjfives the ratio of the apparent permeability 
of the fractured formation normal to the fracture 
plane (~) to that parallel to the fracture planes 
(kf)• that is, the ratio of the aatrix block per.
eability to the fissure permeability. In his .adel, 
the fissures are not necessarily connected, and flow 
to the well occurs throuqh the blocks and throuqh 
the fissures intersectinc;r the well • 

Asfari and Witherspoon (1973) used & finite
element numerical aodel to study the case of finite 
and infinite conductivity fractures in reqular and 
offset aystems of fractures. Results for infinite 
conductivity fractures in offset ayatems were in 
aqreement vith Prats' findinc;ra. 'l'he effect ot 
reqular vertical fracture ayst-s is shown in 
Fiqure 5 for infinitely conductive fractures and 
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Figure J. Scba-Uc of .an offset .!nfinite
conductivity fracture ~ttern (Prats, 1972). 
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r.!gure 4. Pel'IJleabllity an.!sotropy in ~ offset 
infinite-conductivity fracture pattern (Prats, 
1972). 
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Figure 5. Pe~bll Jt!l anisotropy in a regular 
infinite-conductivity fracture ~ttern (As!ari .nd 
Nitherspoon, l97J). 
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FJgure 6. Erfect of fracture conductivit!l on 
per.aeabllitll an.!sotropy ((lid) • ll ( Mfui ~ 
Nitherspoon, 1973). 
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Figure 7. Erfect of v.rJou. petterns on perrae.
bllit!l .anisotropy /(l/d) • l} (J.Uui ~ 
Nither-.poon, l97J), 

in Figure 6 for finite CODc!uctivity fractur-. 'l'he 
influence of the fracture pattern ia indicated in 
Fiqure 7. 

'l'he equivalence bet-en naturally fractured 
poroua rock cd aniaotropic hcalogeneoua aedia -• 
further docwunted by Paraona ( 1966) and JCiraly 
( 1971). Paraona indicated that the property of 
equivalence would hold only for fracture diatri
butiona that are DOt too diaperaed. 

S..ic llodel. 'l'he anbotropy concept -• uaed by 
Elk..lu and Skov ( 1960) to analyze preaaure tranaienta 
owerved durinq tha developaent of the Spraberry 
field, a lov-peraeability oil reaenoir ( 1 ..S or 
10-8 11/aec) cut by an ext.enaive ayat• of vertical L-
fracturea. '!be author a aployed an equation devel- ) 
oped by Collina ( 1961 ) for the pre .. ure drawdovn at 
the loc:ation of cne -11, 4ue to amatant production 
at another -11 in an extensive aniaotropic naervoi. 
of unifora thickneaa ( l"iq. 8). 'l'he -thod, however , 
required a ll:novledqe of the principal axea of pera-

~ tJO 
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PUMPING WELL 

7'1gu.re 8. JllUlv&lent bolllogenaou• .JI!IDeab.1llty 
te.a.or for fractured re•ervoi.r• tdth vU.•otroP!I ln 
the z and !/ di.rectlon•. 

eabillty, vhich iD this case -re alonq and at . 
riqbt anqlea to the -jor fracture trend. A aore 
qeneral equation for the dravdovn ... later derived 
by Papadopulos ( 1965) with respect to an arbitrary 
ayat- of axes. Papadopulos also developed a aethod 
for finctin9 the hydraulic properties of the ayate111 
frc. paap teat data and the direction. of aaxiaUIII 
and aiDiaum permeabilltiea. 

1 A similar aethocS of analysis -• proposed by Saad 
1967) for 1nveati9atiD9 reservoirs with aatural 
rizontal fractures. The technique INCJ~ated would 
low CQSI.putation of the horizontal and vertical 

peraeabilities, provided that the pumpinCJ well 
partially penetrates the aquifer (Hantuah, 1957). 

However, constructed from the basic model alone, 
these methods are only adequate for interference 
teattl and cannot be used to analyze testa were data 
are taken only at the production well (except for 
late-time data, which are not characteristic). 

Inner Boundary Condltlon.--rractured Wall. 
When the ayatea is h19hly fractured, the pUIIIpinq 
well i• likely to intersect at least one of the 
fractures, and this affects the unatead~flov 
behavior of the reservoir in a characteristic way. 
ror such a situation, a aethocS of . interpretation vas 
proposed by Grinqarten and Witherspoon ( 1972), baaed 
on aatheaatical -.odela oriqiDally developed by 
Grinqarten and Raaey ( 1974 ~ and Grin9a.-ten and 
others (1974) for the special situation of hydrau
lically-fractured reservoirs. 

These aodela described the pressure behavior of 
a well that intersects a ainqle horizontal fracture 
(Grin9arten and Raaey, 1974) or a ainqle vertical 
fracture (Grin9arten and others, 1974) while the 
well produces at constant rate frc. an otherwise 
hc.oqeneoua poroua aediua. '1'vo types of solutiou 
were obtained. One eolution vas baaed on the 
.-aauaption of a anifora head alonq the fracture (a 

·acture of infinite conductivity), and vas found to 
~tch field datA froa hydraulically-fractured vella. 
e other solution .. suaed that fluid enters the 
acture at the aaae rate per unit area (a fracture 

with unifora flux) and -tc:hed the behavior of a 
well that intersects a n.tur&l fracture. This work 

v .. extended to finite conductivity hydraulic frac
tures by CiDco and others (1978). Inspection of 
a number of pump teat results indicates that these 
solutions should be UHful in evaluatinq datA frc. 
fractured foraationa. One characteristic of these 
solutions ia that, for hiqhly conductive fractures, 
a locrloq plot of fluid-level dravdoVftll veraua 
produciDq time yields a atraiqht line with a slope 
of 0.5 at early timu, indicatinq linear flow frc. 
the reaervoir aatrix into the fracture. At lonq 
times, the dravdovn behavior 18 the aaae .. that 
indicated by the exponential inteqral solution plua 
a constant that depends on the point where 
-aaureaaenta are beiDq -de. 

Vertlcal Fr11cture. 'l'he solution for a well inter
aectinq a ainqle-plane Tertical fracture in a radial
ly intiDJ.te boaOCJeneoua poroua aediua (GriDqarten 
and others, 1974), h .. bean aodified by Griftqarten 
and Witherspoon ( 1972) to account for &nieotropy. A 
plane view of the tvo-diaenaional IIOdel is sketched 
in Fiqure 9. 'l'he ·pemeability kt in the x direction 
parallel to the fracture can be interpreted as 
repreaentinq the increased pemeability due to the 
existence of a -jor trend of Tertical fracturu in 
the x direction. 'l'he aatrix permeability is ka• 
The puapin9 well is located alon9 the Tertical frac
ture axis. 

The pressure dravdovn for a unit om flux fracture, 
obtained by Ileana of the Green' a function and product 
solution aethocS (Grin9arten and JWaey, 1973) • can be 
expressed as 

t 

Here Xf represents the fracture half-lenCJth, and 
the subscript • refers to aatrix properties. At 
lon9 tiaes , Pfo bec0111ea 

yfk';k: h 
arctan 

(1) 

(2) 

(3) 
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Equation• 1 and 3 are the b&aia for analyzinq puap 
teat data. 

~e dimenaionleaa drawdown at the puapinq well 
(x • y • 0) ia obtained · from equation 1 •• · 

(5) 

A loq-loq plot of pto versus to frOIIl equation 5 
ia ahovn in Fiqure 10. Tn!a plot ia characterized 
by an initi.al half-u!Ut dope atraiqht line,and can 
be u.aed &a a type curYe in an.alyzinq drawdovn data · 
that exhibit the a&Jae characterilltica. cu.t.OIIl&rily, 
dravdovna obHrved at the pWDpinq -11 are plotted 
versus tiae CD loqari thaic paper of the a&Jae acale 
and ··then aatched with the · type curve. FrOIIl the 
dual coordinates of an arbitrary matchinq point 
(Ap, t) and (PfD• to), oae obtains the relations 

~ • .9!!:... Pm 
~- 4Wh p - p 1 f 

(6) 

(7) 

~e first equation yields the qeoaetric aean of 
the aax1mwa and ainiJinm permeabilitiea. ~e HCODd 
equation can be aolved for kf/~ if a value for 
atoraqe ia available. 

As indicated by equation 3 for larqe values of 
tble, the analysis can &lao be performed by -ana of 
the •atraiqht line• -thod. ~e tiae at which the 
a-.t-loq atraiqht line beq!Jw ia indicated by an 
arrow in Fiqure 10. 

' 

I 

FJgure 9. VertJc.I ~r.cture aodelo 

- ~~----------------------~ Jl·l 10"1 1 10 10Z 102 ... ,,, 
4>ell (c1).112 

rJgure 10. 'l'ype cuzve ~or YertJc&l-~racture 
aodel w1th dralldotnW ae.uured at pzmp1ng well 
(Cringarten and other•, 1974). 

Iince the hydraulic propertiea of the 8yat• 
cannot be individually determined fr01111 the above 
analyaia, it ·ia apparent that observations at other 
points in the 8yat• are needed. Dravdovn 
-•~nta at a ainiaua of tvo obHrv&tiCD -lla 
are required to provide the raecessary data. 

'l'he transient response at obHrvation wells 
cUffera froa that at the pumpinq well (He Fiq. 11). 
1lo initi&l b&lf-unit dope •traiqht lin• 1a ob•erv~ 
OD loq-loq coordinataa, except where the obHrvatio 
well interHcta the a&Jae vertical fracture u the 
puapinq well ( Fiq. 11, top left) • 'l'be observed 
pressure response depends upon the location of the 
obaervation well and the tranaaissibility ratio, 
which aaltes the •type curve aatchinq• -thod diffi • 
cult to use. &ovever, far eaouqh fr01111 the pumpinq 
-11 the behavior of the 8ySt- becOIIlea identical to 
that of a line aource· well in an ani.otropic porous 
aediua. 'l'his is apparent for r 0 > 5 in Fiqure 1 1 , 
and can be verified frOIIl equation 3. ~e aecond 
term on the riqht-band aide of equation 3 vanishes .. . . 

increaaes or df decreases. "'l'he first tera. in equa•• 
tion 3 becoaea identical to the lonq-t.illle approxilu.
tion for the dravdovn cr .. ted by a line aource well 
1D a anisotropic aquifer, written with respect to 
the principal axe• of tran-iuibility (Collins, 
1961 1 Papadopulo•, 1965). · 'l'bia ia realized within 
"When 

k 
2+2f ... 252 

x ~-· xf. 
It· 

In auch a cue, aethods described by PapacSopuloa 

(8 ) 

( 1965) can be used for analyai•• 'rype-c:m:vu for a '"" 
vertically fractured well in a cloaed rectan9le are 
&lao avaiable (Grinqarten, 1978). 

IIOrJzont&l Fracture. A sketch of a llorizontal 
fracture aoclel 1a qiven in riqure 12. !be ~ping 

j tiZ 
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-11 is located along the axis of the plane hori
zontal fracture. 'fhe pena_eability kf in the 
radial direction is parallel to the fracture and 
can be interpreted as repr .. enting the increased 

Impermeable boundary 

-----------------------~-----------------Z=h 

HORIZONTAL 
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Figure ll. !'l}pe curves for verticAl-rracture 
aafel with drallldotms &teasured at observation well• 
(Gringarten and Nitherspoon, 1972). 

permeability due to the existence of a horizontal 
fracture syst-. 'l'he peraeability ka in the 
Yertieal direction repruenta the aatrix peX'IIIea
bility. 

An analytical s~lution for this ease , u 
obtAined by Grinqarten and Rallley ( 1974), can be 
written u a 

• { 1. ( ;:. ) ~. (- ::) ••• 
0 . 

• [• + 2j,••P (- •:(')m• .. :• ~• ns ~}•• 
(9) 
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where I 0 ia the Beaael function of the firat kind 
of zero order and 

p -fD 

(10) 

(1, 

(12) 

where rf ia the racUua of the . horizontal fracture. 
A8 in the Yertical fracture caae, t}'pe CUZ'Ye 

-tcldnq an4 the aeailOCJ atraiqht-llne aethod (vben 
applicable) can be uaed for analyaia. 'rype c:uryea 
for analyr:inq dravdovna at the pwapinq -11 (r • o, 
& • &f) , when the fracture u at the center of the 
for~Ution ere preaented in Piqu.re 13. A loq-loq 
plot of Pfo Yeraua to ia 9iven for Yarioua yaluea 
of diaenaionleaa thickn•••, a0 • It ahou.ld be noted 
that the definition• of pto and t 0 are not the .... 
aa 1n the caae of the vertical fracture 1104&1. 
Aqain, at early tiaea, a at.rai9ht line with a half
u.nJ.t alope u obtained. &aide fraa t:hia ai.llilarity, 
the abapea of the horizontal fracture cu.n.. in l'iCJ
a.re 13 are au.fficiently cUfferent froa that of the 
Yertieal fracture curve in Piqu.re 10 (except f~r 
1 < &0 < 3 ) to aake it peaaible to cUati.nqu.iab 
bet._n the two typu in a pumpinq tut. 'ftle hori
zontal fracture c:urvu correapon4inq to 1 < &0 < 3 
are very ailllilar to the vertical fracture c:urye en 
l'iqu.re 10, and caution abould be exerciMd in intar
pretinq field data for theae apecial eaaea. 

ror high a0 Yaluea, the latter part of ·the hori
zontal frecture c:urvu baa a ahape aiail.ar to that 
of the dou.ble-poroaity c:urvu, or the unconfined 
aquifer enea. Different poaaible interpretation& 
would therefore have to be conaidered, upecially 
in aballow aquif era. 

By -tcbinq dravdown data with the type ca.rvea 
on Piqu.re 13, one can abtain thr" equ.ationa 1 

(13) 

( 14) 

( 15) 

froa which kf, ka• ancS rf can be calculated if a 
Yalu. for +alct>a 1a available or can be •t~ted. 

In •aae ca•••, howeYer, b 18 eo l.arve that the 
data plot follOW8 the type c:arYe &0 • • over the 
entire t..t period. In thia eYent, it u not 
poaaible to deteraine kf, ka• and rf froa data 
.... ured ODl.y in the P'=Pin9 wel.l. 'fhe racUal flow 

jof 

•'r-----------------------------~ ' -
';c 

~r Ni1 
• 
~ 

- ••• .!\ [i;_ 
r.Vi; 

Figure lJ. fVpe Clll'V .. for horizontal-fracture 
•ofel with cfrawdowns ... uurecf at pwapirq well 
(GriDguten and fiitber•poon, l972). 

atrai4Jht-line aethoda wlll not help beeauae the 
tiae at which the •eai-loq atr&iCJht line beqina b 
CJiVen by 

(16) 

and -J' be YU'J' larqe if h ia larqe. 
Aa in the Yertical fracture c:&M, field data 

fro. the puapinq -11 can be aatc:hed to the expo
nential inteqral •olution (baaic homoqeneoua IIOdel 1 

'l'heia, 1935) if early-tiae data are neqlected. It 
ia obvioua that erroneoua result• ahould then be 
expected. 

Drawdovn behavior at obaervation -tla in a 
horizontally-fractured ayat- dapencSa upon the · 
cUatanc:e to the puapinq -11 (Grinqarten and Ruley, 
1974). If the obaervation -11 interaecta the 
fracture, an initial half-unit alope atraiCJht line 
appeara on a lOCJ-lOCJ plot. If the cUatanc:e to the 
puapillCJ well la qreater than the fracture racUua, 
thia 1ja Do. long-er •o, and there exiata a c:ri tical 
diatanc:e froa the plapinCJ -u equal to 

( 17) 

beyond vbich the cSravdovn ia the aaae u that 
created by a lin-aource well in a haaoqeneoua 
reaervoir with laot.ropic radial peraeability, kf• 
Dravdown data fraa nc:b obMrvation vella can be 
&nalped with the 'fhei• solution to provide valuea 
of kf end .. lct>a• 

'fhe aethod preaented bare providea a -y of 
analyr;inv fractured aquifer• u an •equ.i•alent• 
aniaotropic, hoaoqeneoua poroua aediua, with a 
ain9le fract:a.re of auch h19her peraeability inter
Mct:inq the papin9 -11. It ahou.ld · he applied to 
thoM field eaaea lilhere a loCJ-loCJ plot of cSravdovn 
Yerau& puapinq t1ae, u obaerved at the pu111pinq 
-11, revula an initial half-unit alope atraiC)ht 
line. By -tchinq the data plot with the type 
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'~\rV- presented in this chapter, it ahould be 
••ible to dete:naine wether the fracture trend ia 

aaentially horizontal, vertical, or ~~either. In 
those caaea where a aatch CAD be obtained, the 
hydraulic: properties of the ayat- c:an be COGiputed 
u outlined above. 

These .adele ahould alao be applicable to non
poroua ayatema auc:h u fractured crystalline roc:k 
f or vhic:h an initial atraiqht line of half-unit 
d ope CD loq-loq paper ia apparent frca field data 
meaaured in the pu111pin9 well. In auc:h caaea, 
however, the apec:ific: atoraqe .. Cct)a uae4 in the 
f o:naula would represent the atoraqe factor of an 
equivalent porous ae4iua. If , possible, .. this value 
s hould be confi:naed by analyzinq data that have 
been aaa.ured at observation wells. 

ltellbore St:orage .m Skin. In IIOIIle teats, the 
initial half-unit dope atraiqht line ia not 
a pparent, and a unit slope atraiqht line ia 
obtained instead. 'l'hia indicates the existence of 
a lar98 atora9e wluae connected to the pu111pinq 
well, and corresponds to a fracture of larqe diaen
aiona rather than a planar fracture u uaed in the· 
aodel a. SOlutions correapondinq to this situation 
exiat for vertically fractured vella (Ramey and 
Gringarten, 1975, Fig. 14) and c:an be easily 
obtained for the horizontal-fracture case by means 
of a numerical aethod (Cinco and Sam&nieqo, written 
~un., 1978). 

10 

Figure 14. ~pe curve for an infinit-comuc
tivity vertical fracture with wellbore storage 
( Ra•ey and Cringarten, 1975). 

In the case of a vertical fracture of infinite 
conductivity, it baa been ahovn ~ Grinqarten and 
others ( 1979) that the addition of wellbore storage 
yields a type curve very similar to that for a non
fractured well with wellbore storage and a negative 
infiniteaia&l akin. These authors presented a set 
of type curves were both IIOdela are included 
C Fiq. 15), without obvioua transition frca Cll\e 
~el to the other. The type curves are plotted 

1 a diaenaionleaa dravdown, 

:ZWkh 
---lip 

'I" 
(18) 

(19) 

where k is the naervoir pe:naeability and c the 
vellbore atoraqe e.xlataat. Cg is the diaanaion-
1-• vellbore atoraqe COI1Stant, equal to a 

(20) 

Eac:h curve is labeled in te:naa of c 0e2S, where 
s represents an infiniteaia&l akin effect. 

Dam&qed vella usually correspond to coe2S 
qreater than 103, undUI&qed well,& to Coa2S values 
between 103 and 5, and ac:idi&ed vella to eo-2S 
between 5 and o.s. 'l'b ... e Uaita are approxillate 
and aay vary aliCJhtly. It vas ['rOYed , ho-ver, 
that coe2S values leas than 0.5 could not be 
obtained with an infinit ... iaal akin, and had to 
iaply frac:tur .. in ccamunication with the well. 
On the other hand, coe2S could be C]ra&ter than 0.5 
with fractures. 

Analysis of a teat with the tfi'8 curves of Fiq
ure 15 yields the naervoir transmissivity, the 
akin factor, and the -llbore storage c:or\8tant. 
It vas laarned from experience that the quantitative 
value of these last two parameters could auqgeat 
the existence of a fissured ayat-~ in auc:h a case, 
the akin ia usually hiCJhly neqati ve (leas than -s) , 
and the vellbore atox:aqe COMt&nt 1a 40 to 100 
ti- hiqher than what would be expected froa the 
vellbore volume. '!'his situation aay be visualized 
as a limitinq case of a doubl-poroait y behavior 
vbic:h will be discussed in the next chapter. 

Heterogeneous ltodel. In aany practical cases, 
the behavior of a fissured ayatea is so obvious l y 
different froa that of an hoaoqeneoua one that a 
special aodel is required for analysis. Att .. pta 
have thua been -de to find a suitable equivalent 
heterogeneous reservoir. Possibilities include 
double-porosity, aultilayer, and COGipoaite aodela. 

• .. 

···~------~-------+------_.--------~------~ 
~, ____ ..., ____ '"' 1 

-c,en 

• 

··~.~ .. ~----~------~.~~----~.~.~------.~~------~~ 
.!t..lill. .! c. • c 

Figure JS . fiellbore storage •m skin type 
curves tor • well with wellbore storage and sl:Jn 
1n • holaogeneous re.ervoir (uter Cria;arten am 
others, J979)o 
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Dou.bl-porodt!l lfodel. 'l'he concept of a douhle

poroaity aediua aa repreaentative of the behawior of 
a fiaaured aquifer waa firat introcSuced by aarenblatt 
and othera ( 1960). 'l'heir aodel aaauaed the exiatence 
of two n9iou of different pora.itiea and peraea
billtiea within the foraatioft. '1'he first porou 
aediua couiated of relatively vide por .. of the 
fir at order ( fi .. ur.. and blocu) • 'l'be blocu in 
the ... lv .. were porou, C0118iati.D9 of 9r&iu aepar
ated by fine porea of the Mcoftd ordar. 'l'he blocka 
fed liquid to the fiAurea &lld acted aa a wdforal.y 
4J.at.r ihuted aource. 

~riationa of thia .adel have been 1nveati9ated 
by a nuaber of authors ill the field of petroleua 
eRIJineeriD9• '1'he 1nv .. ti9atioD8 led to varJ.oua 
analytical expre .. J.ou for the reaervoir tranaiant 
pruaure behaYJ.or (Warrell and aoot, 19631 Odeh, 1965, 
J:.a&.-1 .ad ot.hera, 1969 1 de Svaan, 1976' •ajarieta, 
1976). - ln 9anerai.~ .the workers bave DOt bean in 
a~Jr ... ent, perhapa becauae different ruulta are 
poAible for fractured ayat... depeftdin9 upon the 
reaervoJ.r characterJ.atica encountered. ao-Yer, a 
careful .J.napection of the publJ.ahed analytical aolu
tiona J.ndicatea that theae are uaentially identical. 
Apparent difference• c011e only froa the definition 
of the varJ.ou parameter• ued in the derivatioll. 

To warrant thia point, the doubl-poroaity theory 
of Barenblatt and others ia preaented in detail 
her .. fter. Aa before, the bade aodel ia conaidered 
firat, then inner and outar boundary condition. 
Contribution• of the variou author• to the baa.ic 
theory are atruaed where appropriate and equiva
lence• or difference• aaOiliJ the Yeriou available 
aolutiona are pointed out. 

Basic lfodel • One basic usu.ption in the aodel 
of Barenblatt and other• ia that any infiniteaimal 
re•rvoir volu.e conta.ina a larCJe number of fisaurea 
and a lar9e nmaber of blocu. Aa a coueq\Mnce, 
.. ch point in apace ia uaociated with two preaaurea, 
DUlely, ( 1 ) the avera«Je liquid pre .. ure Pf in the 
fiaaurea J.n the vicinity of the point, and (2) the 
averaCJe liquid pre .. ure Pa in the blocu in the 
vic~ty of that ... e point. 

Let ~ be the ratio of the total voluae of the 
fiaaurea to the bulk voluae, and V. that of the 
total voluae of the blocu to the bulk volaae. 1 
If +f u · the fiaaure poroaity (ratio of pore voluae 
in the fiaaurea to the total volaae of the fiaauru2) 
and +a the block poroaity (ratio of pore voluae in 
the blocu to the total voluille of the blocu) , the 
avera«Je reaervoir poroaity + ia 9iven by 

(21) 

with 

"f + "•- 1. 
(22) 

Aaauain9 Darcy' • law ia applicable to the flow of 
flaida in both the fiaaurea &lld the blocu, a aua 

1-zoable 1 9ivu the correapondence bet-n the 
ayahola •ed in thia paper and tboH eaployed by 
prevJ.oua author a. 

2If fiaauru do DOt coat:aln infill, +t • 1. 

balance on an el-entary voluae of n .. ure yielda ' · 

(23) 

where Pf ia the denaity of the liquid in the 
fissures, ll ita viscosity, kt the. fiAure penaea
bility, aftd q the voluae of liquid flovin9- fr011 the 
blocu into the fiaaur .. per unit bulA: volu.e per 
Qllit tiae. 

In the ... e way, a aus balance in the blocu 
yielda 

(24) 

vbere the paraaetera with aubacript a have the ... e 
ae&ninCJ for the blocu u the correspondiD9 one• 
with aubacript f have for the tisaurea. 

In the case of coa•tant overburden presaure, +fVf 
depend• on the fluid preasure in the fiaauru and 
can be usu.ed to be independent of the fluid prea
aure in the blocks. Bence 

(25, 

where (cr)f ia the rock COIIpreaaibility in the 
fisaure ayat-. Ocxabinil'l9 equation• 3 and 25 with 
that for a ali9htly COIIpressible fluid, finally 
yield• 

vbere (c)f and (ct)f repruent the fluid 
and the total comprusibilities in the fiasurea, 
r .. pecthely. 

In the ... e aanner, equation 24 lead• to 

Bquationa 26 and 27 rapreeent the 9eneral equ.ationa 
for & doabl-poroaity aediua. 

In fractured ayat ... , it ia further uauaed that 
the peraeability of the blocu ia low, ao that the 
tera on the left-hand aide of equation 7 ia n&~Jli
IJibl• oo.pared with the tera on the riCJht-band aide . 
KquatioD8 6 and 7 tt.n bec::oae, r .. pecti.,..ly, 

(28 ) 

vbere n is the hydraulic diffuaivity and 
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-• "* -.. 
"* ! - ..... .... .. - • ·-"* 

. ... '6 --l .. 
~ • • - .. .. i .. - - • l ;! .. - ·~ . . - . • ..,_ 

c ,--- ... - .. i .. ·- .. 
!! = ti!i = i .. = ~~ = ~ : -. ·- ~ 

........ ~ ! ~ ~= ~ -- :a -w:- .. 
' Fissure press.,.. '1 ,, ., ,, ,, ,, •!o) J f~• u ,, .. , .. , 

0 

lloet pressure 'z '• 1111 '• e. •• •(ol J'• ;1iT • •z 
0 '• '• '• 

flnure pore vol110e to .,. .,., • .,.,, 
llult vol...,e ratio .1 .,., •z .,., ., 1i 

II oct IIOI"W vo 1- to ., •••• • 1 •••• •• u - I) •••• . "-. • ••• bult vol- ratio .~ 

Fissure porosity 1. ., 1 ., ., ., ., ., ., ., 
lloet porosity •• ·~ •• •• •• •• •• • • 
Fissure pereubfllty ltl t, 'z·~ t, t, t 11Yf t, t,,., t, t,,., 

tloct peraelbtllty D lt1 t. It~ It·''· It· It·''· t. tJY. 

Fissure total CCIIIIPrenllliltty 0 'z (ct)f c, (ctlf c, c, c, c, 

lloelt ~~~- panoeter •.t•o (ct)f '1 (ct)• '• (ct)• '• '• '• '• 
terporos I ty par •eter • •t. • •t. • • 

atton til lctness II II If " II " " -. " 
i'r ec:ture til lctnen .. , llf llf • Y(t 

It 
r 

r/J- 1 '- .. 
1 • 1r r. 

P•r-ters ChlriCterlst lc ~ f • f 
of fissured foraat lon 

•,v,(ct)f 
• • • i,v,lct)f • •.v.(ct)• 

(29) 

Pseudo-steady-state Jllock to l'issure l'lov: 
Zero-l'issure OOmpressibilit~. In their solution, 
Barenblatt and others ( 1960) considered that the 
fissure compressibility vas negligible in equation 
26 (due to the low volume of the fractures), and 
that the flow of fluid frcaa blocka to fissures, 
represented by q, -. occurring wxfer pseudo-steady
state conditions 

q - .!! It (p - p ) • 
" • • f 

ttence 

(30) 

(31) 

In equation .JO, a is a par ... ter characteristic 

of the fissured rock and hu the diaension ot a 
reciprocal area. The pseudo-steady-state assumption 
has been used by other authors (Warren and JloOt, 
1963r Odeh, 1965r bzeai and others, 1969). 'l'he 
assumption has been justified by the fact that any 
traMient effect wu likely to be short, which could 
be inferred froa published foraulae describing the 
initiation of pseudo-steady-state flow (Musltat, 
1946 l. Bovever, this is not always correct, a.s will 
be discussed later. 

B&renblatt and others rearranged equations 28, 29, 
and 30 to obtain 

(32) 

which has a fora siailar to that of the usual diffu-
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aivity equation, with a fluid ftlocity equal to the 
tera between bracket•• 

Equation 31 wu then aolved for the tranaient 
linear flow into a trench for the tranaiant radial 
flow into a line eource well. Pnr the latter caae, 
the u•u.al reaervoir in.iti&l and boundary conditiona 
-re uauaed, naael.y, Pf • Pi for t < o, all r and 
Pf • Pi for r • •, all t, but the boundary condition 
at the well wu .written u 

where h ia the total foraation thickn .. a. 
After integration, and with the coodition 

{ ~ * ) r+O • 0 for t • 0 

(which iDcUcatea that the initial flow c:c:a .. 
entirely froa the bloc:ka), the well boundary condi
tion wu obtained ae 

Subatitutinq 

lz.k~ 
pfD. --;- (pi - pf) 

r • o. 
w (34) 

into equ.atione 31, 32, and 34 and takinq the 
Laplace tranefora, finally yield& the eolution 

(35) 

where • ia the Laplaca tranafona parameter and Ko 

(37) 

'l'ba eo~aplata eolution, obtained by invutinq 
equation 35 ia llhown oa Fi9UZ'e 16, where PfD 1e 
plotted ve.nua kft/l+aYCct>.rlJ u a function of 

where 

'l'he •olution of B&renhlatt and other a, equ.a tion 
35, wu later aodified to be read in te.rae of the 
block prea•ur• Pa and hae appeared aa euch in 
eu.bl8quent -Rueeian literature on the eu.bject (~, 
1966). 'l'he differential equation for the flow in · 
poroue blocka 1a actually id4ntical to equation 31 
(or equation 28, except for the ll}'llbol Pa replac-
inq Pt)• 'l'be well-boundary condition, bo-ver, ie c· ) 
writtan u 

./ 

on the uaWiption that the fluid produced at the 
well i• that releued !rca the poroue blocka. 

(38) 

OD the other band, if -.ov.-nt of fluid to the 
well occ:ure only in the fracture eyet- (Warren and 
Root, 1963 ) , the well-boundary condition for the. 
fieeuree bec:oa .. 

• 2wk~ (r apt) 
q ~ ar r-r 

w 
(39, 

10 

1 

the aodified Beaeal function of the MCOGd kind of • 
zero order. At lGDIJ t.iau, equation 35 beeo~Ma • 

(36) 

Becauee the fieeure volaae 1a couide.red to be 
-.11, V. c:an be taken u unity, and inveraion of 
equation 16 vive• the well-known exponential inte
gral function 

•• 

.... t 1 ktt 10 
• • ella!' (c,).rl 

1'1gure l6. %ero-f1ssure compress1b1l.1ty-block 
pres.ure-twe cuzves (fro. Jl&renblatt .nr:r other•, 
l!l60. 
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.:auae of the relation bet-en Pf and Pa qiven 
tquatioa 31, the well-boundary Condition for the 
ck preaaure ia qiven by equation ·3l with ~ re

p lacinCJ Pf• 
As a conaequence, the ume d itferent.1u equat.1on 

( equation 3 1, or equation 28 in the qaneral cue) 
l eads to two d.tfterent pressure aolut.1ons, dependi.ng 
upon whlcb type of well-boundary cond.1t!on is used 
( equation ll or 39). Relating oae aolution to the 
fiaaure preaaure and the other to the block pr .. aura 
u only a aatter of choice. Actually, the aaae 
aolutiona have been preaented aa repreaentative of 
the bloc:lt preaaure in 801Be publicatioM (StreltaoYa, 
1976) and of the fiaaure reaponae in aubaequent on•• 
(Streltaova-Adaaa, 1978a). 

Finite Fissure CO.pressJ.b!l!ty. ~e qeneral 
eqwation for a douhle-poroaity fractured ayat•, 
eqwation 28, hu been aolved by Warren and Root 
(1 963), OcSeh (1965), and J:&zeaU. and othera (1969), 
in the C&8e of a -11 procSucinq at a conatant rate q 
in an infinite radial reaerroir. warren and Root'• 
and OcSeh • • eolutioaa were analytical, vhereaa that 
of J:&zeai and othera wu n-rical. '!beae authon 
used the ua\lllllption qiven by Barenblatt and othen 
of paeucSo-ateady-atate flow froa blocka to fiaaurea 
(equatioa 31). 

Warren and Root and J:&z-i and others used the 
well-boundary condition defined by equAtion 39, 
where•• Odell ( 1965) wrote 

(40) 

'fhia well-boundary condition, equation 39 , baa 
al so been written ( de Swaan, 1976, •ajurieta , 1976) 
a a 

lWkfbt ( 3pf) 
q • --"- r ir' r-r • 

w 
(41) 

Equation• 40 and 41 are, of cour-, equivalent 
to .equation 39 , and are aiaply obtained by usinq 
k' f Vt inatead of kt. 'fhis take a into account the 
area of flow available to the fractures at the well
bore Cht • Vfh ia the cuaulative fracture thickneaa). 
In the .... way, k'aV. is used in place of Jr.a• Sub
atitutinq k'fVf and k'aV. for kf and Ita in equationa 
28 and 31 yields (Odeh, 1965, de Svaan, 1976) 

2 •tcct)f 3pf + k.:av. ··"'c•)t ap. 

v Pf • k{ it ki vf k.:a 1t 

(42) 

and 

(43) 

l l thouqh equationa 42 and 43 are equivalent to 

equatiOM 28 and 31, reapectiYely, the!/ Upl!/. 
different tvpe of -vstea, where two aed!a a.1st, but 
ue not necesur.ily un.tfonll.y dutrJ.buted. 'l'hia 
would be the caae, for inatance, of a two-layered 
reHrroir. For a douhle-poroaity fractured ayat-, 
aa defined by Barenblatt and othen, I prefer uaing 
equation l9 by analogy with the correaponc!J.Jlg bo.o
qeneoua poroua aec!iwa equation. 'fhere, the total 
reaerroir thickneaa ia used, althouqh the thicm ... 
available to flow frca the porea is only th, where 
+ ia the foraatioa poroaity. 

Suhat.ituting 

into equations 28, 31, 32, and 39, &DA1 takiDq the 
Laplace tranafora yields the tr&Mforaec! differen
tial equation 

(44) 

where 

(45) 

The aolution of equation 18 ia 

1 In cal -JC=-o _r_;../nS...:. -n:.:,c~;~=--
P fD • r .,ra rx-:._ 

w JC 1 r" I ~-n-,-.-1 
(46) 

for a finite radius well Ck1 i a the aodi fiec! 
Bessel function• of the aecoad kind of firat order) 
and 

(47) 

which indicates clearly that Pto is a function of 
three diaenaionlesa Yariablea , naaely s 

1. a diaenaionleaa tiae ktt!l.fVf\1 Cct)fr2] baaed 
on the fiaaure diffuaivity, 

2. the diaensionleas group ACr/rw)2 • ar2(ka/kf) 
repreHntinq interporoaity flow, vbich was already 
included in Barenblatt and others' solution (equa-
tion 35) , and 

3. a new paraaeter 

•fvf(ct)f 

•.v.cct)• 
or 

Equation• 46 and 47 (or C8 ) are •~lar to the 

/0( 
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corr .. pondinq equationa for a finite radiu• and for a 
line-aource well in a ho.oqeneou. infinite re .. r.oir, 
re•pectJ.vely (van Everdinqen and Bur•t, 1949) • 
except for the fact that nC•) i• a function of •• 
~he iDverted fonu of equatiou 46 and 47 are there
fore readily available for value• of • .udh that nC•) 
18 a con•tant, &Dd, in particular, at loft9 and early 
tt.e value•• 

1. At -rl§f t.U..• <• + •) equation 45 reduce• to 

(C9) 

&Dd the •olution for the line-80urce well, obtained 
by invertinq equation C7, 18 

Flow due to fluid coapre••ibility thu• coa .. only 
froa the fracture•, and the pr .. •ure re•ponae 18 
the h01110qeneou. reservoir equation for the fracture 
•ret-. Flow froe the aatrix blocu i• e•Hntially 
zero • 

• 2. At long time• C• • 0) equation C5 yiel48 

+fVf(ct)f + •.v.cct)• 

kf 

and inversion of equation 47 qive• 

• i Zi{ 
+fvfcct)f + •.v.cct)• or

2
} 

kft 

or 

(51) 

(52) 

p - ~{~ kft 
2 • 0.80907} fD 2 

+fvfcct)f + •.v.cet)• liZ' 

At lon9 tiae8, the fractured r .. ervoir behavior i• 
therefore equivalent to that of a bcllll09eneou. porou. 
aediwa with a peraeability equal to the fi .. ure 
peraeability, and a por08ity-coapr .. •ibility product 
equal to the arithaetic •ua of that for -ch aecUwa. 

It 18 intere•t1n9 to notice that the lonrtiae 
equivalent hydraulic diffu.ivity 9iven bf equation 
51 18 independent. of ca and only depend• upon the 
ah&pe ~ the aat.rix block•. 'fifo particular dbt.ri
bution• are of intere•t• If the blocu and fiaauru 
can be repre•ented a• infinite horizontal •~ with 
thickne.•e• ha and hf, r .. pectively (Fi9• 17), 
tbell 

and equation 51 bee~• 

where k'a and k'f are aa defined in equation 22. In 
the ... e way, •pherical aat.rix block• of radiu• ra 
(Fi9• 18) 9ive 

and 

and equatiOD 51 yielcb 

1 1 . It~ 2 r• 1 ---·----. n nf ki 3 hf "• 
(54) 

3. At .1nteraed.Wte t!me•, there 18 a tranaition 
froe fracture flow to flow froa fracturu and aatrix 
blocu, durincj which the c!ravc:Sovn remain• eon•tant. 
'f'he dravc:Sovn value at which the tranaitioll occur• 

MATRIX 
BLOCK 

FRACTURE 
r1gure 17. Sche .. tic of a f1uured re•rvou 

w1th bodzo12tal ~j .. ure. .nd Jaloc.ts. 

FRACTURE 

MATRIX 
BLDCK 

r1gure ll. Scheaatic of • funred reHrvou 
w1tb ~deal .. tr.Llr Jaloc.b. 
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• J.Ddependent of earlr- and lonCJ-tiae behavior., 
n4 ia only a function of 11 it ia equal to 

(55&) 

(Streltaoova-Ac!&aa, 1978b), which 1D practic:.l c:a .. • 
reduce• to 

(55b) 

(Bour4et end Grinqarten, 1980). 

4. In tbe generAl ~•, equation 47 C&A be 
1Dv.rted ll-ric:.lly, or by ..an. of the clAasieal 
illvereion fol'IIUl.a. Ill fact, the ccact 1nvenion of 
equation 47 (or 48) ie availAble ill a paper Oft un
oollfiDed aquifen by Boulton ( 1963). 

:~:::.. 
~N 

ulO" -& 

tO 10 z 101 to• 
t.lrft- k,ll 

- ~11 l,,l,,az 

ri.gure l9. Log-log type curves for the fissure 
pressure in • double-porosity tr~tured reservoir 
(Bourdet .m Gr1ng•rten, l980). 

~lues of Pfo obtained by Bourdet and Grinqarten 
( 1980) by aeana of a nUIIIerical Laplace inverter as 
ill K&.ar ·and Cinco ( 1979), are presented in loq-loq 
coordinate& on Figure 19 •• a function of t/nfrv2 
for various values of w and (r/rv)21. 

A8 mentioned before, for a 9iven value of w, two 
uyaptotic solutions described by equations 50 and 
52, respectively, liait the family of curvear their 
horizontal displacement corresponds to the •delay 
yield• from the various blocks equal to w. 

'!'he same function is plotted on a aeailoq CJr&ph 
in Fi«Jure 20, where all the curv .. are nov located 
between parallel atraiqht linea with slope& equal 
to 1.151, which correspond to the loq approxilution 
of the Ei functions in equations 50 and 52, reapec
tively. 

It auat be pointed out ~t the type curves of 
~iCJUre 19 are identic:.l to thoae oorreapondinq to 
:he tiae-dravdovn eurvea of an unconfined aquifer 
(Boulton, 1963). There is therefore a poaaibility 

f aiainterpretation of teata in aquifer• exhibit
CJ auch behavior. 

An approxiaate aolution to equation 47 vas 9iven 
by Warren and Root ( 1963) and Odeh ( 1965) •• 

Equation 56 becODU identic:.l to equation 52 at 
lonCJ t1aea, and reduce a to 

at 1nteraediate ua ... 

(56) 

(57) 

Warren and Root ( 1963) included aniaotropy for 
the fracture pe2:1aeability, and also considered the 
c:&ae of a finite radial reaervoir. ;aldnq aniso
tropy into account result• in uainq kxfkyf in 
place of kf and in au.btractinq 

ln [ckxy"kyt + n/2 I kx£'kyt] 

froa Pto ill equation 56. 
For the iaotropic cue, Warren and Root presented 

a -ailOCJ plot of pto veraua 

2 
[+fvfcc )f + + v (c:t) 1 llr t • • • v 

for T&rioWI values of 1 and of 

and &tressed the exiatenee of the two sea1log 

:~:::.. .,.. 
N 

II 2.0 • ri: 

10' 10 I 

Figure 20. Segi-log type curves tor the fissure 
pressure in • double-porosity fr•ctured reservoir 
(Bourdet •nd Cringarten, 1980}. 

Cflf 
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rtrdght lJ.ne• correapondinq to equationa 57 and 52, Here (1/2 Aahfl ia the volwae of fiasure uaociate4 
u a characteriatic of double poroaity fractured: vith a block, under the uauaption that the fracture 
reaervoir behavior. 'l'heir vraph vu identical to thickneaa hf ia ... ll enouqh ao that the flov fr01a 
Piqure 20 (within the preciaion of Warren and Root'• every aatrix block ia evenly ancl inatantaneoualy 
approxi.aation) but concerned: aainly larqe dt.enaion- diatributed in the uaociated fracture YOlu.e. a_ 
le•• u .. valuea. warren and Root'a reaulta ven ia the surface area of a -trix block, and Cia the 
later contir-e4 by Ea&eai an4 other•' ( 1969) nuaeri• flov acroaa the block aurface due to a unit-atep 
cal eolution. pnaaure drop of the fiasure pr .. aure 

On the other hand, Odeh ( 1965) only conaidere4 · 
the lollfl-tiiH approxiaatioll of equatioll 47 (equa• 
tioll 52) , &ncS therefore cSid llOt recocpli&e the exia
t.eftce of the tir:at atraiqht lille. 

Jt' 

Cia • ,: A•('"'VApa)&t the block •urface. (59) 

'l'he explall&tiOft .of thia ctlac:repancy between 
Warrell ancS Root • • and Odeh • a concluaiona can be 
found in Piqure 19, a -u.OCJ atraiqht line .S.velopa 
oDl.y if the aatcb of the correepondinCJ .S.ta pointe 
oa a 'l'beia curve extend• beyond the atart U.. of 
the eeailOCJ atraiCJht line. If thia occur• duriftCJ 
both fieaure flov and fieaur-plua•block flov, tvo 
strai9ht linea vill be aeen on & ...Uoq CJraph, •• 
illcSicated by Warren and Root ( 1963). Such • ei tua
tion voulcS only occur at -.all 1(r/r.,)2 value• 

De Swaan CIOII(Ntec1 ._ for an infinite reaervoir 
with bori&ontal fractures and .. trix blocka in the 
shape of infinite alaba, and for cubical or parallel
epiped aatrix blocka wboH behavior wu uSWMC! to 

(1 .. • than 10-2). 
On the other hand, at hi9her valuee of 1(r/r.,)2, 

traneition froa fieaure flov to fiaaure•plua-block 
flov occure before the atart of the nai.l.OCJ approxi
.. tion on the fissure Theia cur.e, and Ollly one 
.. ailOCJ atrai9ht line, repreaentinCJ fiaaure plus 
block flov will eventually appear, u obaenec1 by 
Odeh ( 1965). 

In any case, u atreaaecS in the Introduction, the 
uae of the buic aoc!el 1a liaited to interference 
teats. Wben feasible, type-cur.e aatc:hinCJ of dra
dovn data with the type curve of Figure 19 yielc!a 
kfh, 111, 1 , and both fissure and .. trix atorativitiu • 
Then 1 can be ueed to compute the aize of the blocka 
if a value for Ita is available fr01a core &nal.yab • 
SUI.ilOCJ analysia providu kfh in the usual -y, 
when the lut (fi .. un plus block) atraiqht line ie 
pre .. nt but the two audlOCJ atr&iqht linea are 
required to obtain 111, vhich 18 then 9iven by 

• - 10 -5p/ll, 

where 4p 1a the vertical cSiatance between the ..-J.
lo9 atraiCJht linea, ancS a the -u.OCJ atr&i9ht line 
alope (Warren &nd JIDot, 1963). Bere, 1 1a aaually 
aot ~~ecaaaible. 

2'ran•J.ent alock to Fi•sure new. Tr&Mient tlov 
free blocka to fieaurea wu considered: by de Swaan 
( 1976). Ria .oc!el 18 identical to that of Warren 
&.D4 Root, but he uaed equatioll& 42 an4 41, vith 
k • f • kf/Vf ancS k • a • 1;./Y inateac! of 
equationa 28 and 39, r .. pectively. 

'!'be eoarce tera correaponc!in9 to equation 29 
repr••enta, in thia case, the flov fr011 blocka to 
fiaaar .. , ~r wiit YOl- of fracture, per unit u... It wu expr .. acd b}" de svaan u a coDYOlution 
int.evral 

(58) 

be aiailar to tlaat of apherical blocks of equal 
volwae. 

Laplace tr&ll&fona of the naultin9 c!iaenaionleaa 
fiaaure pressure function ia atill C)iven by equa
tion 46 for a finite rac!iua well, and by equation 47 
for a line-ourc:e -11 with 

(60) 

for the bori&ontal slab block .adel, &Dd 

-
1
- • .!_ + --•- -

1
- r .!.- cotb r - - 1 2k' [ ] 

1'\(a) 1'\f k{ hf r.• • A ( • A) 

for apheric&l blocka of racSiua ra • 
llotb equation• 60 and 65 rec1uce to equation 49 at 

early tiaea (fissure flov, a • •) 1 and to equation 
51 at lonq ~ ( fiuure plua block flov, • + 0) , 
vhen ltf and ka are uaed. It can actUally be abovn 
that equations 60 and 61 bec:o.e equivalent to 
equation 45 at lon9 tia .. , vith u • 12/ha2 and 
u • 15/ra2• rupectively. · 

At interaec!iate tiaea, however, the preaaure 
behavior of a double poroaity ayat- with the 
transient flov uaumption ia very different fr01a 
that with the pHudo•ateady-atate uawaption. 'l'bia 
ia apparent on PiCJIUe 21, vhere equation 47 waa 
plotted after nuaerical inveraion for both peeudo
ateac!y•atate and tr&Mient block to fiaaure flov 
condition•, at the aaae .. an4 1 v&luu. 11o at&bil
iution exiata in the tranaition curv .. with the 
tranaient block to fiawre flov eeauapt.ion. 'l'h .. e 
tranaition curY .. are function& of (r/rw)2(~/lll) 
u... a coefficient that cSepende upon the shape of 
the blocka (PiCJo 22J lourcSet and Crin9arten, 1980). 

Inner ltOUnrfuy CDnrfitJ.ons. 'l'he effect of well
bore atoraCJ& and akin wu invutiqated by ll&vor ancS 
Cillco ( 1979) who obtained: the prusure in the 

912-

'-._ I 
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•re •yat- at the well and at any point in the 
YOir. 

ith the aa-enclature uaed in the pruent paper, 
Mavor'• eolution at the well CAD be written in the 
L&place dolll&in u 

vhere C i• the wellbore •torage con•tant and S the 
in!.initeaiaal •kin. Equation 63 wu derived under 
the u•uaption of peeucSo-ateady-•tate flov frc. 
h locu to fi.eeurea, with 1\(a) giv- by equation 45. 
It ia &leo valid, bovever, for tr&Deient block-to
f ieaure flov, with 1\(a) qiven by either equation 60 
or equation 61. Equation 63 reduce• to equation 46 
vhen C • S • 0, and to equation 47 it, in addition, 
r w • o. b found in the b&aic IIOdel c:aee, equa-

tOr---------------------------~ -transient sphere 
•• • • trlnslent stab 
- steadr state 

(r;y.\.0.1 

Figure 21. A comparison between solutions vith 
pseudo-stead!rstate and transient flov from bloclcs 
eo fissures: w-0 . 01, A(r2/rv) • O.l (Bourdet And 
;ringarten, 1980). 

-lrtr.l*/i _,, 

:~ , ,. .. 
N 

II JO· -& 

to to' 
'•'"-= ••• 4>111 lc,),,, rl 

Log-log type curves for the fissure 
~r double-porosity fractured reservoir 
lith transient flow from bloclcs to fissures ( Bourdet 
tnd Gringarten, 1980}. 

tion 63 ia aiail.ar to the corre•pondin9 equ&tion for 
a hoaa04Jeneoue ruervoir ( A9arvel and otbera, 1970) • 

Bou.rdet and Gring art en ( 1980) •hoved that, in the 
~reaence of akin, equation 63 could be approxiaated 
ill ell practical caau by 

- 1 
Pto • 

where Y • 1. 78 ia the exponential of Euler • • 
CIOn8tanto 

(64) 

1. At early t.t.es, equation 46 reducea to equa-
tion 49 and equation 64 takea the fora 

- 1 
Pro - {~. 1 

• 2•k~ ln ( 2/y /:.:~ 
, ) } 

<co.1re 
2S 

which correspond• to vellbore .torage and •kin 
behavior in the fiaaure •y•t- alone. (colt b 

(65) 

the dimensionless wellbore stora9e constant defined 
.. in equation 20, but with respect to the u .. ure 
•ystem parameters, 

(66) 

2. At late t1111es, equation 46 reduces to equa
tion 51, and equation 64 becc.es 

(67) 

representing wellbore atorage and akin behavior in 
the total (fissure plue block) system, with 

(68) 

Equations 65 and 67 define, in fact, a sin9le family 
of curves, plotted as PD versua tofc0 (equation 19) 
in Fi,ure 15 t - pressure data aea•ured at the active 
vell during constant rate drawcSovn in a double
porosity reservoir follow fir•t one of the c 0e2S 
curves of Figure 15, and then shift to another curve 
corresponding to a lover coe2S ,alue. 'l'be first 
c 0e2S curve represents flow in the fissures, 
whereas the second c0e2r- curve repr .. enta flov in 
the total syst-. '!'bus 111 i• •iaply obtained as the 
ratio of the lut c0e2S value (equation 68) to the 
first c 0e2S value (equation 67). 

3. At interaediate ~es, [srvfl\(e))is equal to 
A vhen the pseudo steady-state usuaption of equa
tion 30 is used. 'I'ranaition curves frc. fi•sure 
flov to total syst- flov thus only depend on Ae-25 
and are obtained frc. equ&tion 64 u 

1!3 
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(69) 

The proble• of a well with wellbore .toraqe and 
aJti.D in a doubl-porodty reeenoir c:&n thus be 
broken down into two parts. 

1. The proble• of a well with wellbore' atoraqe 
aDd akin in a homoqeneoua reservoir, whose solution 
ia represented b:r the ~ curves in riqure 15. 

2. The effect of the ·double-porosity reaenoir, 
represented by the Ae-2S curves froa equation 69. 

The ,.correapon41nq 4rawdown type curves are at.ply 
obtained b:r auperpodnq these lut curves onto t:.hoae 
of Figure 15 (Fiq. 23, lourdet an4 Grinqarten, 1980). 

The type curvea of Fiqure 23 are, 1D fact, .,re 
teneral~than incUcated b:r equation 63. Like those 
of Figure 15, they also 1Dclu4e the case of en inti
aJ.te-conductivity vertical fracture with wellbore 
.tor&CJ8 (c0 e2S < 0.5). As a result, type-curve 
analysia yields inform&tion on the quality of the 
well (c!aaaqed, unc!aaaqe4, acicUzed, or fractured) 
the usual vellbore .toraqe and akin par .. etera 
(S, C) and paraaetera of the double-porosity reHr
voir (kth• ~. and A). 

Restrictions on the use of .. lliloq analysis 
-.thoc!a are the Nlll& as in the basic •oc!el case 1 
two parallel ae.tloq atraiqht ~inea are preaent on 
4rawdown data only when the -tch on the first and 
last c 0 e2S CUrYU extends beyond the start of the 
aelliloq approxiaation (Figure 23). This ia not very 
COGDon in practice, and usually only the last eelli
loq atraiqht line is available. The shape of the . 
Borner (1951) aemiloq plot, however, is always very 
typical • . 

lourdet and Grinqarten ( 1980) also derived a Ht 
of type curves for transient flow conditions fraa 
blocks to fiaaurea, with 'l(a) ¢ven b:r either 
equation 60 or equation 61. The cUfference bet-an 
these and the type curve• of Figure 23 is in the 
tranaition curvea, which are q,e2S curves cUaplaced 
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Figure 23. Log-log t~pe curves for • well with 

wllbore .tor.ge •nd •Jcin in • doubl-porositll 
fr•ctured reservoir ( IDurdet, D. •nd 
Cring.rten, A. c., 1980). 

dovnvarda alonq a C5• dire~tion, and labeled in 0 
te~ of Ccoe2StAe-2S). Contrary to the type curv~
of Figure 23, ho-ver, theH laat type curves ·~ 
to find little practical application. 

OUter BoundUJI Conditions. As •entioned before, 
the case of a line-source well in a finite racUal 
reHnoir wu studied by Warren and Root ( 1963). 
The a .. e problea, but with wellbore storage and 
akin, wu inveatiqated b:r Mnor &n4 CiDco ( 1979). 

A solution for fissure flow in a fractured uncon
fined aquifer vaa actually obtained by Boulton and 
Strel UO'Ia ( 1978) • '!'bey found that double-porod ty 
effects were predollinant at early taes and uncon
fined aquifer effects at late taea. '!'be initial 
portion of -ch tae 4ravdovn curve repreaenta 
the fissure elastic naponae and is appro"xiaated by 
equation 50 at very early ti•es. As tae increases, 
the delayed elastic reaponH of the porous blocks 
contributes to the fissure flow, whose reaponH 
approaches the exponential integral function equa
tion 52. '1'he effect of the water table chanqe as 
ti•e increases finally auperae4ea the aquifer 
elastic reaponH, and the final segments of the type 
curvea aerqe with the late-tt.e preaaure function 
for unconfined aquifers. 

llul tilia !l•red lfod el • Many authors (such •• ~ zemi, 
1969, or Boulton and Strelt.ova, 1977a, b) have 
represented fissured reeervoira u a .. riea of uni
formly ap&ced horizontal aatrix and fissure layers( ·J 
where flow is allowed in both radial and vertical \ 
directions. ~use of the -r-etry, only one layo.... f 
fissure and one layer of block is actually includ~ 
in the •oc!el. GO'Ierninq equations are 26 and 27, 
written in t~ of k' f and k' a• with a source ten~ 
qiven b:r either equation 30 or 58. The well-
boundary dary condition 1a expressed b:r equation C 1. 

As mentioned before, auch a tvo-layered ayat- ia 
equivalent to a double-porosity aediwa if kf and Ita 
are aub.tituted for k'f and k'a• respectively. 
In other words, if one considers a two-layered 
ayat-, where the fissure layer baa a permeability 
k • t and a thickness ht, and the block layer, a 
permeability k'• and a thickness ha• the corre
apondinq double-porosity solution can be obtained 
t~ the two-layered solution by at-ply replacinq 

h 
k' by k • k'V • k' a 

• • • • • hf + h. 

The pe~ility-thickneaa product, obtained fr011 
analyaia, however, r..ains unchanqed1 

c:ro.posite lfodel • An example of the use of such 
a .odel for analyziDq pressure dravdowna, •eaaured 
at the producing -11, was 9iven by A~ and othe 

_) 
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). ~ authors noticed a peculiar behavior of 
a .;-per11eahility, fractured dolaaite gu reHnoir 
that could be interpreted •• u increase iD peraea
bil.ity at eocae diatuce fro. the -11. Onlike the 
prev iou.a double-porod ty ~•1, the well could co.
municate with the fracture ayatea via the relatively 
tigbt aatrix. 'l'be fracture ruenoir vu thu.a 
analyzed. by au.na of an equ.helent •caapoatte• 
reservoir r that is, the eyatea conaiata of two COD
centric, hocaocjeneou.a and isotropic annular regiona 
of cUatiDctly ctifferent perae&hility (Bunt, 1960). 

FIELD UMPLES 

Although a.any atuctiea have dealt with the probl
of flow iD fissured fonaationa, conviDcillCJ field 
exaaplea are scarce iD the Uterature, upecially 
concerniDCJ the validity of the double-poroaity 
approach. 

Warren 'and Root ( 1965) preHnted build-up c!&t& 
for two vella that appear to exhibit •two parallel 
aem.il.oq 8trai9ht linea• (Fig. 24). In the absence 
of log-log, however, it 18 not possible to -certain 
that these two straight linea are indeed the ones 
predicted by the double-porosity fiaaure aedium 
theory. A8 pointed out by Bou.rdet and Gringarten 
( 1980), the fir at straight line aay ai.aply be due 
to vellbore storage effects. 
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Figure 24. Example of parallel semd-log straight 
lines {Warren and Root, 1965). 
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Figure 25. Well-test data from a fractured oil 

reservoir (Bourdet And Cringarten, 1980). 

Another example of the •two aelllilOCJ straight 
line behavior,• froa Borevaky and others (1973), 
has been reported by Streltaova-Adams ( 1978a). 
On the other hand, Odeh ( 1965) gave an example of 
a test vhere the flov behavior of the fractured 
reservoir vu that of a homogeneous system and 
speculated that, in aoat cases, the early aemilOCJ 
•traight line would be superseded by -llbore 
storage effects. Examples •iailar to Odeh'a are 
presented by Bou.rdet and Gring&rten ( 1980) 
(Fig. 25), and Gringarten and others (1980). In 
fact, I encountered aany such examples, whereas 
teats with tvo parallel aeailoq straight lines have 
been very rare. A8 already diacueaed., the •two 
parallel aeailog •tr&ight line• behavior is only 
possible for very aaall e-25 values, which are 
only reached in d&aaged -lla or in fia•ured res
ervoirs with lar9e blocks. The general behavior of 
the teat data, however, is usually different frOIII 
that of a holllogeneoua ayat-. 

Other commonly reported pecularities of the flow 
behavior of fractured syat-•, especially in ground
water hydrology, include evidence of fluid ~uni
cation between widely separated -lla, resulting in 
almost instantaneous and •iailar response to fluid 
vithdravalr changes in slope on aemilog dravdovn 
plots 1 and drawdovns away froa the pumping -11 
greater than in ita vicinity. Ex-plea of such 
behaviors, published in the oil and ground-water 
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literaturea, have been 9athered by 
(1978a). 

Strelt.aova-AdiiiU are at about the .... diatanoe froa the pw.pin9 0 
well, their reaponNa are very different. rurther• 

In order to evaluate the varioua .. thoda of 
interpretation .ummarized in the preaent paper, 
1 conducted a aeriea of puaapiDCJ teat& at the aur .. u 
de Recherche• Geologique• et Minier•• (aRCH, 
OrlMila, France), in fiaaured ~era of varioua 
ch&racteriatica. 

One COIIIIICICl feature obaerved on all of the pump
ing teat& -. the very abort duration of what ia 
referred to 1n the aodela .. the •early Uae period. • 
Tbeae early tiae perioda last only a few ainutea at 
aoat, COIIlpared with a few hoin"a or tens of hour• iD 
oil reaervoira. Aa a conaequence, very preciae and 
f .. t 4ata acquiaition 8yat-• had to be used in 
order to record 4ata fr0111 the very beginning of tl\4 
teat. (Por thia reaaon, aost -11 teat 4ata alr .. dy 
available were not adequate for analyaia.) The 4at.a 
acquiaition ayat .. • we uaed included atrip-chart 
recorder•, x-y plotter•, and tape recorder•. 
Preaaure ... surements were aade with electronic 
tranaducera, or bubbler-type equipment. rlov rate• 
at the puaping -ll• were alao continuoualy aoaJ.- · 
tored and controlled with a conatant h-d tank auch 
.. the one described by Gale ( 1975). 

Another problem vaa the larqe variety of flow 
behavior• that followed the early time perioda, 
becauae of the widely c!ifferinq aquifer geometriea 
and boundary condition• encountered. 'lhese included 
infinite reaervoir thickneaa, le&k&qe, recharqe, 
unconfin-ent, and impermeable upper and lover 
bound&riea. Aa a reault, aany fractured-well aodela 
bad to be derived for applyinq the •equivalent 
h011109'1neoua reaervoir• concept, iD order to aatch 
well test result& for the whole teat period. 'lhia, 
however, vas -•ily achieved with the Green' • 
function and product aolution -thod (Gri.nqarten and 
Ruley, 1973). d 

Fiqure 26 pr .. enta the reaalt• of a teat on a 
liaestone karat aquifer, with two perpendicular 
ayst ... of vertical fracture•, and atratification 
aubborizontal joint• (Auzet and othera, 1975, Auzet 
and Gringarten, 1976). Dravdown and build-up deta 
are included for the puapin9 well and three obHr
vation vella. Althoavh the three obHrvation -11a 
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TJ.gure 26. Jiell•tert d•t• fro. • lblft$f:one k.lrrt 
•quJ.Ler (Auzet •nd Grlng•rten, 1976). 

.ore, for all of the vella, build-up 4at.a are not 
identical to the 4raw4ovn 4ata but appear to have 
been ahifted toward increaaiD9 tiae valu.a for the 
P=Pin9 -11 and toward decreaaing tiae valu.a for 
the obHrvation walla. 'lhia ahift a&y be cauaed by 
vellbore atorage effect• in the puapin9 and obaerva-
tion vella. 

At lon9 U... (efter 1h of pm!p!n9J, the pre .. urea 
in all of the vella ~coae RabilbecS, which can be 
attributed to a conatant h .. d boUftC!ary (aquifer open 
to the ~ifer above). 

At •rly tiaea, a 109""109 balf•unit elope 
8trai9ht line ia noticeable on dravdown and build-up 
puapin9 well data, bat not on observation well 4at.a, 
although two of theae (I' 2 &D4 I' 9) are known to be 
connected to the puapin9 .,.11 by a horbontal frac
ture. 1Jl order to check thia JOint, a MCOilc! teat 
w .. perforaed with packera· positioned in I' 2 and I' 9 
aboYe the ll&in hori&ont.al fractur .. for e11ai.nating 
wellbore atorage effect& (Pitard, 1976). !he re
aulta are llhown in Figure 27 1 where an early-tiae 
log-l09 half-unit elope 8trai9ht line ia apparent on 
I' 2 and P 9, .. pre41cted by the horizontal fracture 
aodel theory (Gringarten and Raaey, 1973). 
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~~------------------------------~ • •• •• 
TJ.gure 27. liell•t..t d•t.t fro. • l.U.ertone k.lrrt 

•quJ.fer wJ.th p.cbr• J.n ob••nr•t1on -ll• (PJ.tard, 
1976). 

!he aodel ued to interpret the teat& ahown on 
Figures 26 and 27 w .. that of a ainvle horizontal 
fracture iD a ~oqeneoua, horizontally aniaotropic 
aquifer of infinite lateral and vertical extent, 
with a conat.ant-preasure upper boundary. 'lhia aOdel 
7ielda an averave peraeability value equal to 
PCJ/11 lkxfk.,f • 10-6 at•, which -- reaaonable 
(Pitard, 1~76). · 

Figure 28 pr .. enta the reaulta of a puap teat 
in a fractured mnfined chalk aquifer, where blocu 
have a cubic ahape with a aide leogth of the order ... 
of 0.1 a (Grinvarten and Bertrand, 1978). On rig
are 28, thrH pr .. aure aeaaureaenta could be a&de 
within the first •coneS of the t.at. 'l'be Mrly-tiae 
flow period lute ooly for 2 aiD. and ia entirely 
doainated by vellbore atorage. Buildup dAta appear 
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7jgure 28. lfell-te.st data frOitiJ. a chalk aquHer 
(CrjngArt;en ard Bertrand, 1978). Log-log plot. 

to be identical to the dravdovn data, althouqh aost 
of the e&rly tt.e buildup data are aissinq because 
of the inability of the bubbler to follow rapid 
recovery presaures. 

'l'he wellbore storaqe obtained froa the dravdovn 
data in Figure 28 is equal to twice thAt computed 
froa the actual well radius, and c:an be attributed 
to the presence of fractures intersectinq the well
bore. 'rbese should extend to soae distance into the 
formation, u can be inferred fr0111 a Cartesian plot 
of dravdovn pressure versus the square root of 

.producinq time. A straight line is obtained for 
roducin_q tiaea up to 16s, which indicates linear 

flow from the aatrix into the fractures cc.municat
inq with the well. 

'%be data in Figure 28 were analyzed with a aodel 
consisting of a sinqle horizontal fracture with stor
age at the aidpoint of an infinite reservoir with 
impermeable upper llnd lover boundaries ( Fiq. 13) • 
With Bo • 20, this yields a transmissivity 
(Pq/\llkth • 1.8 x 10-2 a2/a, COIIIpared to a -iloq 
analysis result of 1.5 x 1o-2 a2/a (Fig. 29). 
Aasuainq an aquifer storaqe constant equal to 
s • +aCmh pg • 10-2, one obtains the aatrix permea
bility (pq/\1) ka • 5 x 10-6 -ts, and an •equivalent• 
horizontal fracture radius equal to rf • 11.4 •· 

Alternatively, interpretation could be aade with 
the double-porosity type curve of Figure 23. 
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Figure 29. Well-test data froa a chalk aquifer 
(Cr.ingarten and Dertrans, 1978). Semi-log ploe. 
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'l'he nsulu of a puapinq tut (t .. t 12) in a por
phyritic qranitic EOck with thr" aain di.rections of 
fractures (horizontal, vertical, and at a 45• anqle) 
are shown in Figure 30 for the puapiDCJ v.l.l aD4 one 
observation well 14 a fro. the puapinq v.l.l. ODe 
atrikinq feature of the plots ia the lack of 8yll

-try between dravdovn and buildup data in each 
well, and the siailarity of the pru,ure behavior of 
both wells, except at early tiau (less than 2 ain.) 
where vellbore storaqe effects are do-tnaat at the 
pwapinq well. 'l'he Mrly-tiae behavior of the puap
inq well actually represents a case of C~CJiDIJ 
vellbore stora9e in which the storaqe coefficient 
chanqes froa a value that conespoD4s to actual 
well radius to a value thet ia thr" ti.aes u lar9e. 
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Figure 30. Well-tese data from • granieic rock. 
. Log-log ploe. 

It vaa ~culated that this chanqinq wellbore 
storage vas due to fractures interaectinq the puap
inq well and participatinq in the flow durinq either 
the ..rly time period (as a storaqe effect) or the 
transient flow period, thus possibly chanqinq the 
flow configuration. This interpretation is suppor
ted by the resul t.a from a previous test on the saae 
vella, performed just after air drillinq with a rock 
bit, and before well clean-up (test t 1 on Fiq. 31). 
Because the fractur.. interseetinq the pumpinq well 
were pluqqed by cuttinqs, the pressure behavior of 
the puapinq well is similar to that correspondinq 
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Figure 31. Well-tese data from a granitic rock, 
before and after clean-up. Log-log plot. 
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to the uaual hoaoqeneoua radial flov, with a well- changu during the early part of the dravdown Cfiran 
bore atorage effect due to the actual well radiua. 10 ain), decreaaing froa a atorage Yalue about thr 
After clean-up (teat 12), the flov configuration tiaq that correaponding to the actual -llbore 
changed into the fiaaure-type flov already aentioned. radiua, to the actual well radiua atorage value. 
&ovever, the clean-up had no effect on the obaerva- The atorage coefficient r ... ina conatant during the 
t:.ioc -11. buildup, and correaponda to the actual -11 radiua. 

'1'he teat of ·FigUre 30 vu interpreted with a 'l'he preaaure behavior during the dravdown appears 
aodel conaiati.n9 of a Yertical fracture with well- siailar to hoaoqeneoua transient radial flov, where-
bore atorage in a closed ~quare (Rallley and aa durin9 buildup it correaponda to fracture flov. 
Gringarten 1975), for the dravdown deta, and with Aa in the preyiou ex-ple, the change in preaaure 
a IIOdel consiating of a horizontal fracture for the behavior dliriDCJ the teat could be caused by !rae-
buildup d.ata (Fig. 32) • Jt.tlaulta of the analyaia turea participating or DOt participating in the flov • 

. . appear conaistent, with a tranaaiaaivity ((l)i/ll)kfh) b a check, a second teat vas perfoned with a 
equal to 6 x 10-5 a2/a froa the dravdown an4 lover pumping rate, ao that the liquid level in the 
8 x 10-5 a2/s froa the buildup, a vertical fracture well would reaain vithin the top layer at all tillles 
halt-lenCJth of 13 a, and a horizontal fracture (teat 12 in Fig. 33). 'l'hia tiae, dravdown and build-
radius of 11 •· Here again, interpretation 1a poa- up d.ata are identical, and !uaYe a shape aiail.ar to 
aible with the double-poroaity IIOdel. that of the buildup in teat 1, indicating a fracture

type flov. 

Tigure 32. ~ell-test data from a granitic rock. 
Semi-log Borner plot. 

Figure 33 shows the re.ults of two pUIIIping teats 
perforaed on a granitic rock at Lawrence Berkeley 
Laboratory. Aa in the previous example, there 1a a 
lack of ~·try bet-en draw-down and buildup d.ata 
correapondinCJ to the first teat' -llbore atorage 
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Tigure 33. ~ell-test data from • granitic ~k. 
Log-log plot. 

'1'be teat vu interprated with the double-poroaity 
type curvu of Bourdet and Grillgarten ( 1980) for the 
buildup of teat 1, and the dravdovn an4 the buildup 
of teat 2. ..aulta are conaiatent, giving a trana
aiaaivity equal to 6 x 10-6 a2ta vith A • 4 x 10-3 
and W • 0.04 (Fig. 34). 
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Tigure 34. ~ell-test data from • granitic rock. 
Log-log aat~h with double-poro5ity type curve of 
Tigure 23. 

CONCWSIOMS 

rroa the naaerou IIOdela that haYe been proposed 
in the ~t, and in •i- of the pUIIIp tut data 
pr•ented in this paper, it ia clear that flov 
ill fractured foraatioaa 1a a very caaplex probl
and that no aethod of analysia is univeraal. 

What baa been propoaed ao far caD be organized 
into thr" aain types of solutions 1 · 

1. '1'be c!eterailliatic approach, a&inly used in 
geotechnical engineering for saal.l-sc:ale probl-a, 
which ia baaed OD an accurate and detailed deacrip- ( 
t:.ion of indiYidual fracture ayst .... 

2. 'l'be double-porosity. aediua approach, which 
aasuaea a unifora diatribution of .. trix blocks 
an4 fisauru throughout the reserYOir, and yielda 
CJOV&rnirlg di.ffereDtial equatiooa tbat are tbe 
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. equivalent of the diffu.ivity equation in 
h .neoua poroua ayat .... 

The •equivalent hoaoweneoua reservoir• 
a pproach, which conaiders only the a&1D trends of 
the pressure behavior of the fiaaured r .. ervoir, 
and tries to relate th- to a ltnown aodel of lower 
co.-plexJ. ty. 

'l'he diatinction eaonq the three types of 
aolutiona ia actually very artificial, and future 
theoretical development in the atudy of the flow 
behavior of fi .. ured ayatems will have to consider a 
combination of these types. A detailed description 
of the -llbore environ111ent will be nece .. ary to 
fully understand the well-pressure behavior. Alonq 
that line, nev aethoda, such aa the one proposed by 
Jouanna and Fras ( 1979) , baaed on the aiqnal theory 
and frequency analysis of har1a01lic puapinq testa, 
appear -nry proaiainq. 

'l'he double-porosity aodel, which DOW incorporates 
vellbore atoraqe effecta, akin, and fractures COIIIIIlU

nicatinq with the producinq vell (l'iq. 23) baa been 
found to be parti~arly applicable by the author in 
many cases where other -thode were unaatiafactory 
or yielded results of questionable physical siqnifi
canee. 'l'he value of this aodel, however, should be 
validated by checkinq analysis results with avail
able information on block size and fissure volume. 

The area where research ia aost needed remains 
that of pressure aeasur-ent. P'r0111 the field 
eXAIIlplea presented in this paper, it is clear that 
v~-v iaportant inforaation is available froa vary 

'f tillle c!ata, which has not been available in 
past because of the lack of accuracy in these 

ranqea. This is siailar to what has been 
e _ rienced in the study of porou. reservoirs, where 
early tiae data have been disregarded for a long 
time as unreliable, until it ves realized that they 
could be related to vellbore or near-vellbore 
effects such as vellbore storage, akin effect, and 
hydraulic or natural fractur~s. 

Well teat c!ata fr0111 aany different fractured 
formations , obtained under carefully controlled 
conditions as described in this paper, would help 
our understandinq of fissured reservoir flow beha
vior. Although aany different results are expected, 
a few specific patterns will probably emerge, which 
could be used to classify fissured reservoirs. 
Development of adequate theoretical .adels ·would 
then be qreatly simplified. 

Am 
c 
(c) 

<cr) 
<ct> 
g 
h 
hf 

Area of aatrix block 
Wellbore storage coefficient 
Fluid compressibility 
Rock compressibility 
Total compressibility 
Gravity 
Total reservoir thickness 
CUmulative fracture thickness, or 
thickness of fissure layer 
Thickness of block layer 
Peraeability 
Pressure 
Flow rate from blocks to fissures, 
or diacharqe rate at production 
vell 

r 
rf 
ra 
rv 
s 
s 
t 
v 

z, y, z 
Xf 
a 

" 1 
II 
p 

• Ill 

SUBSCRIPTS 

D 
f 
i 

• 

APPDfDIX 

Distance to production well 
Horizontal fracture radius 
~diua of 8pherical .. trix blocka 
Jtadiu. of production vell 
%.&place tranafora parameter 
Infiniatesiaal alt.in 
Production tillle 
~tio of total volume of one 
porous aystea to bulk volume 
Coordinates · 
\lltrtical fractur. balf lenqth 
Block shape parameter 
Hydraulic diffusivity 
lnterporoaity flow parameter 
Fluid viacosity 
Fluid density 
Porosity 
Jtatio of fissure to total ayst
(blocka plux fissures) · 
atorativities 

Diaensionless 
Fractures 
Initial 
Matrix blocks 

The formulae used in this paper are written in 
the Darcy ayat- of units -ployed. in the petroleum 
enqineerinq literature. By definition, a permea
bility of 1 darcy (D) corresponds to a flow of 
1 ca3/a/ca2 of a liquid with a viscosity of 
1 centipoise, for a pressure qradient of 1 ata/ca. 

The permeability k is a property of the porous 
-diua alone, and is independent of the flowing 
fluid. It has the dia~ion of an area 
(1 darcy • 0.987 x 10-e aa2). 

'1'be units in the Darcy systea of the parameters 
u.ed in the formulae are as follows 1 

c Compressibility '¥01/vol/ata 

• Porosity fraction 
h Thickness aa 
k Permeability darey 
II Viscosity centipoise (ep) 
p Pressure ata 
q Flow rate at reservoir 

level ec/sec 
r RAdius aa 
t 'l'iae sec 

In qround-vater hydroloqy, the peraeability, 
or hydraulic conductivity E includes the fluid 
properties 11 and p 1 E • (k/11 pq and 1 darey (at 
20•C) 1a equal to 9.8 10-6 a/a. 'l'he tranaaia
aibility is T • lh • (kh/11 pq. 

In the aaae aanner, the ~fer atoraqe, equal 
to the voluae of water that a unit decline in head 
releases in a vertical pris• of aquifer with unit 
cross-sectional area, is qiven by S • +cbPq. 

The drawdovn is related to the pressure &al 

s • (pi - p)/P9'• 
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Summary 
This paper summarizes current knowledge of reservoirs 
with double-porosity behavior. 11lese include both 
naturally fissured reservoirs and multilayered reservoirs 
with high permeability contrast between layers. The 
first pan presents available solutions to the direct 
problem (i.e .• solutions to the diffusivity equation) that 
have appeared in the oil and groundwater literature 
over the past 20 years. The second part discusses 
methods for solving the inverse problem-i.e., 
identifying a double-porosity behavior and evaluating 
all corresponding well and reservoir parameters. 

Several field examples demonstrate various aspects 
of double-porosity behavior and illustrate how 
additional knowledge of the reservoir {e.g., fissured 
vs. multilayered, gas saturation, etc.) can be obtained 
from numerical values of the reservoir parameters. 
Practical considerations for planning tests in double
porosity reservoirs also are included. 

Introduction 

The movement of underground fluids is of interest in 
many different engineering fields and, consequently, 
has been the subject of active research over the past 
40 years. 

Interpretation procedures, however, are well 
established only for porous fluid-bearing reservoirs 
considered reasonably homogeneous. Fluid-flow 
behavior in heterogeneous formations is still the 
subject of much debate. It is agreed only that 
conventional methods primarily developed for 
homogeneous reservoirs may be inadequate, and that 
new specific approaches may be required to provide a 
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convincing explanat_ion for some commonly observed 
flow P,CCUiiarities. . 

There has been no unified approach to the problem; 
heterogeneous reservoir behavior in the literature is 
still considered too complex and too diverse to be 
analyzed in a systematic and unique way. The main 
reason is the general belief that an interpretation model 
must closely approximate the actual complexity of the 
reservoir. The observation of a very large number of 
well tests in many different formations around the 
world, however, reveals that the number of possible 
behaviors during a well test is limited; therefore, only . 
a limited number of interpretation models is required 
for well test analysis. This is because during a well 
test, the reservoir is acting only as a filter between an 
input signal, the change in flow rate, and an output 
signal, the change in pressure, and only high contrasts 
in physical properties within the reservoir can be 
highlighted. 

In practice, a test reveals only that the reservoir acts 
as one single medium (homogeneous behavior) or as 
two interconnected media (heterogeneous behavior). 
The terms "homogeneous .. and "heterogeneous .. are 
rdated to reservoir behavior, not to reservoir geology. 
''Homogeneous'' means that the permeability 
measured in a test and that measured in a core are the 
same, although the resulting numbers may be 
different. "'Heterogeneous'' means that these 
penneabilities are likely to be different. 

The Double-Porosity Model 

The particular case of heterogeneous behavior where 
only one of the two constitutive media can produce to 
the well is called "double-porosity" behavior. 



Although the corresponding double-porosity model has 
been the subject of many studies in the past 20 years, 
its use is still not fully understood by the practicing 
engineer. This model is discussed in detail in the 
remainder of this paper. 

The double-porosity model initially was introduced 
for the study of fissured reservoirs. 14 Later, several 
authors proposed the two-layered model as an 
alternative solution. 9· 10 In reality, both fissured and 
multilayered reservoirs with high penneability contrast 
between layers can be represented by the same double
porosity model 11 and exhibit the same double-porosity 
behavior during a test. As a result, it is impossible to 
distinguish between the two types from pressure-test 
behavior alone. As discussed below, distinction can be 
made only under cenain conditions from the numerical 
values of the well and reservoir parameters. 

A detailed review of published articles on double 
porosity as applied to fissured reservoirs was presented 
in Ref. II. The following summarizes only current 
knowledge of the double-porosity model. Solutions to 
the direct problem (i.e .• predicting the pressure 
behavior of a double-porosity reservoir) are presented 
first, followed by a detailed discussion of the inverse 
problem (i .e .• identifying a double-porosity reservoir 
from test data alone and evaluating double-porosity 
reservoir parameters) . The laner is illustrated with 
field examples. 

Direct Problem: Mathematical Models for 
Double-Porosity Behavior 

The double-porosity concept was introduced by 
Barenblatt ~' trl. 1 As mentioned before, the double
porosity model assumes the existence of two porous 
regions of distinctly different porosities and 
penneabilities within the formation. Only one of the 
porous media has a pcnncability high enough to 
produce to the well. This would be the fissure system 
in a fissured reservoir or the most penneable layer in a 
two-layered reservoir. For simplicity, I sometimes in 
the following call it ''the fissures" and refer to it with 
the ,_ubscript f 

The second porous medium does not produce 
directly into the well but feeds fluid into the first 
medium and acts as a source. This would correspond 
to the matrix blocks in a fissured reservoir and to the 
less pcnncable layer in a two-layered re!iCrvoir. Again, 
for simplicity. I refer to it as "the blocks" and use the 
subscript m. The subscript/+m stands for the total 
system. 

A basic a'isumption in the model in Ref. I is that 
any infinitesimal volume contains a large proportion of 
each of the two constitutive media. As a con.o;cquencc, 
each point in space is associated with two pressures. 
namely: (I) the avero~ge fluid pressure, p1• in the most 
pem1eablc medium in the vicinity of the point and (2) 
the uvero~ge fluid pres.'iure, p •• in the least permeable 

5~ 

medium in the vicinity of that same point. P! is the 
pressure measured at the bottom of the weU during a 
test. ·. 

A very important clwacteristic of a double-porosity 
system is the nature of the fluid exchange between the 
two constitutive mecJia, or interporosity flow. 
Interporosity flow was assumed br Balenblatt n td. 1 

and by subsequent authors2.3.5.7•1 to occur under 
pscudosteady-state conditions: 

lc .. 
/)q=-a-(p .. -p,), ........................ (1) 

p. 

where 1c. is the penneability in the least penneable 
medium. a. a panunetcr clwacteristic or the gcorneuy 

· of the system, has the dimension of a reciprocal area: 

~~+~ 2 
a= • . . .. • . • . . ....••....•....... (2) 

t2 

where n is the number of nonnal sets of planes 
limiting the least penneable medium (n = 1 for a 
multilayered reservoir) and t is a characteristic 
dimension of such a block. 

Other authors6•8·IO.I3-IS have assumed transient 
interporosity flow. Among these, de Swaan 6 presented 
a particularly interesting approach used in several 
subsequent publications.8•1)· 14•17 (see Appendix). 

The question of the interporosity flow condition 
likely to be found in practice has been the subject of 
much debate in the past few years. Pseudosteady state 
has been shown to be a lon~-time approximation of 
transient interporosity flow, and the pscudosteady
state assumption has been justified because any 
transient effect was likely to be of short duration, as 
could be infem:d from published formulas describing 
the initiation of pseudosteady-state flow. 16 Indeed, the 
majority of tests I have seen appear to exhibit a 
pseudosteady-state interporosity flow behavior. Yet 
some ocher tests seemed to indicate a transient 
interporosity flow behavior, which is distinctly 
different. 17 · 

A possible explanation of this apparent inconsistency 
can be ·round in an unpublished paper by Cinco, • who 
suggests that interporosity flow always occurs under 
transient conditions but can exhibit a pseudosteady
statc-like behavior if there is significant impediment to 
the now of fluid from the least permeable medium to 
the most permeable one, as in the case of calcite · 
deposit in a fL~o;urcd reservoir. for instance. In fact. 
intcrpomsity flow can exhibit any intennediate 
bchuvior, depending upon the magnit~de of the 
intcrpnrosity · 11kin. 

As occurred in the case of reservoirs with 
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homogeneous behavior, the first solutions for double
porosity behavior wen: limited to line-source wells. 
Although Barenblatt ~~a/. 1 introduced the double
porosity concept. they only derived the pressun: in the 
blocks with the n:striction of zero compressibility in 
the most permeable medium. 

1be first complete line-source solution in terms of 
pressun: in the most penneable medium was done by 
Warren and Root2 for pseudosteady interporosity flow. 
These authors showed that two parameters, in addition 
to penneability and skin, controlled double-porosity 
behavior. 1bese an:: (I) the ratio (A) ·Of the storativity 
in the most permeable medium to that of the total 
reservoir, 

(f/>Vc,)1 "'- • • ••.••.••••...••.•..••.••.• (3) 
(f/>Vc,)1 ... 

when: V is the· ratio of the total volume of one 
medium to the bulk volume, and ~ is the porosity of 
that medium (ratio of pon: volume in the medium to 
the total medium volume); and (2) the interporosity 
flow coefficient X, 

km 
x-ar~T"· ................................ (4) 

I 

when: k1 is the permeability of the most permeable 
medium. 

Other line-source solutions subsequently published 
an: essentially identical to that of Warren and 
Root, l.l-7 or they consider transient interporosity 
flow. 7,14,15 

Wellbore storage and skin wen: added to the 
pseudosteady-state interporosity flow solution of 
Warren and Rooc by Mavor and Cinco. 12 This 
solution then was extended by Bourdet and 
Gringarten 17 to account for transient interporosity flow 
and to generate type ~rves useful for the analysis of 
double-porosity systems. A similar solution larcr was 
published by Cinco and Samaniego. 13 

Inverse Problem: Identification of 
Double-Porosity Behavior From Well-Test Data 
Conventional SemDog Analysis. The first 
identification method was proposed by Warren and 
Root. 2 These authors evaluated approximate forms of 
their pseudosteady-state interporosity flow solution and 
found that they yielded two parallel straight lines on a 
semilog plot (Fig. 1). The first straight line represents 
homogeneous semilog radial flow in the most 
penneable medium acting alone, whereas the second 
straight line corresponds to semilog radial flow in the 
total reservoir. The two straight lines are separated by 
a transition period during which pressun: tends to 

I r ., 

flil. 1-0rawdown test In a double-pOrosity reservoir 
(Warren and Root'): two parallel semilog straight 
lines. . 

Conversely, as Warren and Root had derived their 
direct solution for fassured systems, they suggested 
that this two parallel semilog straight-line behavior 
was characteristic of fissured reservoirs. They noted, 
however, that it was also characteristic of stratified 
fonnations (i.e., it belongs to double-porosity 
behavior). 

Warren and Root indicated that the reservoir 
penneability-thickness product, kh (in practice, the 
penneability-thickness product of the most permeable 
medium, kth. as the matrix blocks do not flow to the 
well), could be obtained from the slope m of the two 
semilog straight lines; "'· from their vertical 
displacement 6p: 

w= to-•1"'; ••••••••••••••••.••• ~ •••••••••• (S) 

and X, from the time of intersection of the horizontal 
line drawn through the middle of the transition curve, 
with either the first (t 1) or the second (t2) semilog 
straight line. This was shown by Bourdet and 
Gringanen 17 to yield 

in drawdown tests, and 

stabilize. Q z.j 
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in buildup tests. t, ·in Eq. 7 represents the duration of 
lhe drawdown pn:ceding the buildup. 

As t 1 and t2 can only be approximated, the value of 
). obtained by this method (and by others published in 
the literature 11) is not very accurate but usually 
remains within the order of magnitude of lhe correct 
value. A more accurate method by. type-QU'Ve analysis 
is discussed later. 

The existence of the two palanel semilog straight 
lines, and therefore the possibility of obtaining "' and 
). from test data, was disputed by Odeh, 3,l9 who 
found that some fissured reservoirs could behave like 
homogeneous systems. Odeh investigated the same 
double-porosity model as Warren and Root but for 
different ranges of parameters. · 

In the case of transient interporosity flow, 1 third 
semilog straight line was shown to be present during 
transition, 17 with a slope equal to half that of the two 
parallel semilog straight lines. 13-JS 

The conditions of the existence of the various 
semilog straight lines have been the subject of much 
discussion. It is generally believed that the fJISt 
straight line, representing the most permeable medium, 
can exist only at very early times and is likely to be 
shadowed by wellbore storage effects. Therefore, 1 

common perception is that, in practice, only 
parameters characterizing the homogeneous behavior 
of the total system, lcJt, can be obtained, as contended 
by Odeh 3 -assuming, of course, that the 
corresponding semilog straight line is present-and 
those specific to the fissures ("',).) are usually not 
accessible. 

To minimize wellbore storage effects and thus avoid 
masking development of the first semilog straight line, 
several authors have advocated the use of a downhole 
shut-in tool. 2•20 This, however, can help only in 
multilayered reservoirs, not in fiSSured reservoirs. As 
discussed in another part of this paper, storage effects 
in fissured reservoirs include the effect of fissures 
intersecting the well and usually are one or two orders 
of magnitude greater than storage effects in the 
well bore. 

Type-Curve Analysis. An answer to the question of 
the existence of the various double-porosity semilog 
straight lines, and, more generally, a solution to the 
inverse problem in double-porosity reservoirs in the 
presence of wellbore storage and skin was presented 
recently by Bourdet and Gringarten. 17 They showed 
that double-porosity behavior is controlled by the 
independent variables (definea in Appendix) PO• 
t 0 /C0 , C0 e25 , "'·and >.e-25 , and that it is possible 
to represent the behavior of a well with wellbore 
storage and skin in an infinite reservoir with double
porosity behavior, Po = ft.toiCo. Coe25 , "'· >.e-25), 
as a combination of the homogeneous behavior of each 
constitutive porous medium, with wellbore storage and 
skin at the well: Po - J,(toiCo. Coe25) (with Co 
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in C 0 e25 based on the storativity of the medium under 
consideration), and behavior during interporosity flow 
from the least permeable medium into the most .· 
permeable one: Po • /,(to/Co. Coe2S, >.e~2S). 

Bourdet and Gringarten 17 thus designed two 
drawdown type curves for 1 well with wellbore storage 
in an infinite reservoir with double-porosity behavior, 
corresponding to the two extreme interporosity flow 
conditions identified by Cinco. • namely, restricted and 
unrestricted interporosity flow. Tbe former correspoads 
physically to 1 high skin between tbe most IDd tbe 
least penneable media aod is mathematically 
equivalent to the pseudostcady-state interporosity flow 
solution. The latter corresponds to zero interporosity 
skin. 

The type curve for restricted intcrporosity flow 
presented in Fig. 2 is obtained as the superposition of: 
( 1) the drawdown type curve for a well with wellbore 
storage &nd skin in a reservoir with bomogeueous 
behavior, presented jn Ref. 21 (the continuous curves 
in Fig. 2), and ~ restricted interporosity flow curves, 
function of >.e- (the dashed lines in Fig. 2). 17 

The type curve for unrestricted interporosity flow 
presented in Fig. 3 is obtained as the superposition of: 
(1) the drawdown type curve for a well with wellbore 
storage and skin in a reservoir with homogeneous 
behavior, Ref. 21, and (2) unrestricted inte~rosity 
flow curves, function of o[(Coe2S)f+,..IM- J, shown 
as dashed lines in Fig. 3. 17 These transition curves are 
in fact the homogeneous curves of Ref. 21, shifted by 
a factor of 2. c5 is a function of the shape of the matrix 
blocks and is given by: 6 • 6/-y2 • 1.89 for 
horizontal slab matrix blocks; and 6 - 10/3"(2 .. 1.05 
for spherical matrix blocks, where -y is the exponential 
of the Euler constant. 

A typical behavior of the well pressure in 1 double
porosity reservoir is sketched in Fig. 4 . At early 
times, production comes only from the most penneable 
medium, and the pressure drop follows one of the 
homogeneous curves with Coe2S • (Coe2S>t· This 
corresponds to the heavy line up to Point A oa the 
eurve called .. fissures" on Fig. 4. 

As interporosity flow starts from the least penneable 
medium into the most permeable one, the pressure 
leaves the C 0 e2S curve and follows one of the 
transition curves (the heavy line between A and B 
on Fig. 4). 

Finally, when all production comes from the least 
permeable medium, the pressure leaves the ttansition 
curve and follows a new CJ'e2S curve below the first 
one, with C0 e2S • (C0 e >t+•• corresponding to 
homogeneous behavior of the tocal reservoir. This 
corresponds to the heavy line after Point B on the 
curve labeled .. blocks + fissures" on Fig. 4. 

Because the type curve for wellbore storage and skin 
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Fig. 2-Bourdet and Gringatten's type curve 11 for a well with 

wellbore storage and skin In a double-porosity 
reservoir (restricted lnterporoslty flow). 

in a reservoir with homogeneous behavior also 
includes the case of an infinite conductivity vertic:al 
fracture with weUbore storage (all continuous curves 
below C 0 e2S • 1 in Figs. 2 and 3), the double
porosity type curves in Figs. 2 and 3 yield information 
on the quality of the weU, depending on the C0 e2S 
curve matching the homogeneous behavior of the most 
permeable medium: dtunaged if (C0 e25y is greater 
than 103 ; normal (nondamaged) if (Coe )f is 
between 103 and 105 ; addiz.ed if (C0 e25)f is between 
Sand O.S; and fractured if (C0 e 25)f is less than 0.5. 
These limits, of course, are only approximate. 

The use of the double-porosity type curves is 
discussCd in the remainder of this paper, to illustrate 
some characteristic features of double-porosity 
behavior. Most comments concern the type curve of 
Fig. 2, for the sake of simplicity· and because, ·in my 
experience, restricted interporosity flow is the most 
common behavior found in practice. These conunents 
and conclusions extend readily to unrestricted 

~·r-----~----~------~-----r----~ 
-c"'" 

--.aT~ 
IT&JIT M KMI•UMI 
IT-T LIIC 

10 

Fig. 3-Bourdet and Gringarten's type curve 11 for a well with 
wellbore storage and skin In a double-porosity 
reservoir (unrestricted lnterporosity flow). 
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Fig. 4-Schematlc of double-porosity ~ behavior. 

interporosity flow. · storage and skin homogeneous curve (corresponding to 
Drawdown Analysis. When the total system the most permeable medium): 

behavior is seen during a test, as in Fig. 4, log-log (Coe2S)f+rrc 
analysis of drawdown data with the type curves of w• 2S • . ••..•.•.. • ..... . .••..... (8) 
Figs. 2 and 3 yields all the parameters normally (C oe ) 1 
obtained with the wellbore storage and skin type curve 
for homogeneous reservoirs, 21 ruunely: k.J'I from the Occasionally, the tim C oe2S curve coincides with 
pressure match, C from the time match, and S from the transition curve so that the weU drawdown pressure 
the match with the C0 e2S·curve for which •Yc, is follows the transition curve from the very beginning 
available (most permeable medium or total reservoir, before merging into a C oe25 curve corresponding to 
usually the latter), plus the fissuration parameters: ~ the total reservoir. This situation occurs when <•Yc,)1 
from the match with the transition curves M-2S or is ve~small compared to <•Yc1)f+•· The actual 
6[(C0 e2S)f+rrc1M-2S]; w from the ratio of the Coe25 (Coe >1 curve may in fact be to the left of the M-2S 
value for the last wellbore storage and skin curve, and the ll:tUal.JCoe25)f value may be greater 
homogeneous curve (corresponding to the total than that of the Coe curve coinciding with the early 
reservoir) to the C 0 e2S value for the first weUbore part of the transition curve. Log-log analysis in such a 
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case still Y!el~ lc,h, C, S, and ). as before, but only 
an upper haut ol w: 

••.•••••••••••••••••••..• (9) 

In practice, it is difficult to detect-c.~ values of less 
than 0.001 by type~rve analysis. 
Of~~. if only a portion of the complete double

porosaty drawdown behavior shown in Fig. 4 is 
obtained during the test, only limited information can 
be extracted from the test data. For instance, it is not 
possible in practice to read ).e -2S values much greater 
than unity. In such a case, the most penneable 
medium behavior is not visible, and only the last 
C oe25 curve, corresponding to homogeneous behavior 
of the Jocal reservoir, can be obtained in the test. This 
may_ occur when the blocks in the least permeable 
medaum are very small and the well is hydraulically 
fractured; the double-porosity reservoir then would 
behave like a homogeneol.IS one, with the 
transmissivity of the most penneable medium, 
and the total storativity. · 

Similarly, the double-porositY nature of the reservoir 
may remain unnoticed if u -2.S is small and the test 
not long enough, so that only the C 0 e25 for the most 
pea:meab~e ~ium is recorded during the test (up to 
Poan! A tn Fag. 4). In that case, analysis can only 
provade the same parameters as with homogeneous 
systems: kjl, C, and S. The value for S would in fact 
be a maximum if the total storativity, instead of that of 
the most permeable medium, is used in the skin 
calculations. 

Finally, another alternative behavior is seen when 
drawdown stops during transition. This case is 
examined in detail in connection with buildup analysis. 

The type curves of Figs. 2 and 3 provide an 
explanation for the presence or the absence of the two 
parallel semilog straight lines describec:l by Warren and 
Root 19 and of the semilog straight line during 
unrestricted interporosity transition flow. 13-15:"17 
Because the pressure drop in double-porosity behavior 
follows two homogeneous C 0 e2S curves in Fig. 2 and 
three homogeneous C0 e25 curves in Fig. 3, 
respectively, two or three semilog straight lines mav 
be present if conditions for semilog radial flow are· 
satisfied on each C 0 e25 curve. 

In a drawdown test in a double-porosity reservoir 
with restricted interporosity flow, this requires 
matching each of the two C oe25 drawdown curves in 
Fig. 2 beyond the dotted line, which indicates the 
approximate start of semi log radial flow. It is obvious 
fro~ Fig: 2 that ~e occurre!"=e of the two semilog 
straaght lanes re~ures a panacular combination of 
(Coe 25J,. >.e- , and"'· It depends not only on the 
characteristics of the fluid and of the reservoir (X and 

»4 

w) but also and ~marily on the well condition (Sin 
Coe2S and u- ). This makes it difficult~ predict 
the existence of the two semilog straight lines and, 
moreover, does not guarantee that the two semllog 
straight lines found in a test will be found again in 
subsequent tests, and vice versa. Of cou~. if the two 
semilog straight lines exist, they must be parallel, 
because the permeability thiclcness of the total system 
is equal to that of the most permeable medium. 

In a drawdown test in a double-porosity reservoir 
with unrestricted interporosity flow, the additional 
half-slope semilog straight line exists for test data 
matching the transition curves in Fig. 3 after the 
dotted curves labeled ••approximate start of semilog 
radial flow on transition curves." 

In a buildup, conditions for the occurrence of the 
two parallel semilog straight liDes on a Homer plot 
are: (1) the preceding drawdown must be long enough 
for t'istal reservoir be~vior to _be reached-i.e., the last 
C oe curve; (2) semilog radial flow must exist on 
the first C oe25 curve before transition occurs; and (3) 
buildup time must be greater than the time ~uired to 
reach semilog radial flow on the ftnal C 0 e25 

drawdown type curve. The existence of the two 
parallel semilog straight lines on a Homer plot thus 
requires a drawdown of adequate duration in addition 
to the other conditions found for drawdown tests. 

The duration of the drawdowrt is of primary 
importance for the analysis of buildup tests in double
porosity reservoirs and c0111ro/s the number of 
par~ters thor can be e;ttracted from t~st daJa. Its 
impact on buildup test analysis is examined in detail 
below. 

Buildup analysis. In practice, drawdown data are 
difficult to analyze because they usually are penurbed 
by variations of flow rate. As a result, analysis is 
often made on buildup data only. 

Analysis of buildup dal:a in double-porosity 
reservoirs, however, is a lot more complicated than in 
homogeneous formations. The main reason is that. for 
log-log analysis, log-log buildup type curves aie • 
required; drawdown type curves are usually inadequate 
because drawdown and buildup durations are often of 
the same order, especially in exploration tests. 

Buildup type curves for a well with wellbore storage 
and skin in a double-porosity reservoir can be 
construt."ted as the .drawdown type curves of Figs. 2 
and 3 by superposing buildup type curves for a well 
with wellbore storage and skin in a homogeneous 
reservoir with the transition curves. As a result. 
transition during buildup occurs at the same D.p level 
as in drawdown but at a later time, assuming. of 
course. that duration of drawdown is long enough for 
total ~rvoir behavior to be seen. If this is not the 
case, the problem becomes even more complicated. 

Homer analysis is also more delicate than with 
homogeneous reservoirs ;IDd requires a lot of caution. 
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Fig. S illustrates several possibilities found in practice. 
Five buildup curves are shown on a Homer plot, each 
computed for a different drawdown duration. The 
corresponding log-log plots are presented in Figs. 6 
through 10. 

Fig. 6 presents an example of drawdown and 
buildup log-log plot when drawdown duration is long 
enough for the total system to be seen. This is the 
most desirable situation. All well and reservoir 
parameters can be extracted from drawdown data by 
log-log analysis. In the same way, log-log analysis of 
buildup data (Curve E in Fig. 6) with the 
corresponding buildup type curve will yield all the 
well and reservoir parameters (k./J. C, S, w, and ).) if 
the buildup test is long enough to reach the last CDe25 

buildup curve. 
Homer analysis, on the contrar)', will yield all the 

parameters only if the two parallel semilog straight 
lines exist (this is the case in the example selected for 
preparing Fig. 5). If only the last semilog straight line 
exists, only k.Jt, S, and p • can be obtained; i.e., the 
fissuration parameters "' and ). are accessible only 
through log-log analysis. In both cases, the intercept 
p • of the second semilog straight line represents the 
reservoir initial pressure. 

Another case of interest is presented in Fig. 7. 
Drawdown duration is such that only the most 
penneable medium is produced: drawdown pressure 
data remain on the first C De25 curve, the transition · 
curve is not reached. As discussed before, the double
porosity nature of the reservoir cannot be diagnosed 
from drawdown data, nor from buildup data, either on 
a log-log or on a Homer plot (Curve A in Figs. 7 and 
S, respectively). 

Log-log analysis with the type curve for a weU with 
wellbore storage and skin in a homogeneous 
reservoirl1 can yield all homogeneous reservoir 
parameters (k/J. C, and S) from either drawdown or 
buildup data. S is only a maxinuun value if lhe total 
system storativity is used in the skin calculations, 
instead of that for the most penneable medium. If it is 
known that the reservoir is a double-porosity system 
(e.g. , from tests in other wells), a nuuimum value for 
). can be obtained by using the Xe -2S transition curve 
crossing the drawdown C De25 curve for the most 
penneable medium at a tDICo value corresponding to 
the dimensionless production time. "' cannot be 
evaluated. 

Horner analysis is possible only if Semnog radial 
flow exists on the first C De25 curve for the most 
penneable medium. If this is the case, as for Curve A 
in Fig. S, it is possible to obtain kJt, S, and p •. 
Again, S is only a maximum; p • represents the 
reservoir initial ~ure. 

The examples shown in Figs. 8 through 10 all 
correspond to drawdowns tenninated during transition. 

In Fig. 8, the ~wdown stops after transition has 
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Fig. 5-Typical double-porosity behaviors on a Homer plot. 
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Fig. I-Oouble-porosl buildup log-log behavior when mtal 
system Is produced during drawdown. 
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Fig. t-Oouble-porosity buildup bg4og behavior when 
drawdown stops in transition. 

started but before the stabilized transition pressure, 
com:sponding to the >.e -u curve, has been reached. 
The corresponding buildup (Curve B in Fig. 8) starts 
on the buildup curve for the most penneable medium 
and then flattens out like a constant pressure boundary. 
The total reservoir C 0 e2S curve is not seen in practice 
whatever the buildup duration. 

As the constant pressure portion on the log-log 
occurs below the level of the >.e -2S curve, a 
maximum value of >.e -2S can be obtained by fitting a 
>.e -2S transition curve through these points. As with 
curve A discussed above, log-log analysis yields lclz. 
C. and maximum values of S and X. 

On the Homer plot, the constant pressure portion 
gives a minimum value for the reservoir average 
pressure (Curve B in Fig. 5). If the buildup is too 
short for this constant pressure effect to be seen. the 
buildup curve on the Horner plot is very similar to the 
Curve A discussed before. 'nlc difference lies in the 
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Fig. 10--DoubJe.poroslty buiktup log-log behavior when 
dtawdown stops In transition. 

fact that the final semilog straight line, indicated by 
the label m= 1.151 in Fig. S, is not reached. There is 
another straight line, howe\rer, with a slope almost 
equal (at least in the example discussed) that could be 
mistaken for the Homer semilog straight line. If used 
for Homer analysis, this "wrong" straight line may 
yield a k I' close to the actual one, but a wrong value 
of the skin and of p •. If p • is taken to represent the 
reservoir pressure, signs of depletion could be found 
erroneously by comparison with other tests with 
different drawdown durations. 

In Fig. 9, the drawdown stops in the middle of the 
transition period on the >.e -2S curve. This case is very 
similar to that of Fig. 8 except that the constant 
pressure portion during the buildup (Curve C) 
coincides with the transitiorn curve on the log-log 
match. 

M for the preceding case, log-log analysis yields 
kJh. C, a maximum value for S (if total storativity is 
used), and a maximum value for X. In addition, a 
maximum value for (II can be obtained from the 
buildup Coe2S type curve passing through the last 
bUildup point. 

Homer analysis (Curve C in Fig. S) is similar to that 
with Curve B. In this case, however, the constant 
pressure portion usually is well defined, thus giving a 
minimum value of the reservoir average pressure, p. If 
semilog radial flow is seen in the most penneable 
medium (the ••first'' semilog straight line), a 
maximum value of (II can be: obtained from Eq. S, with 
6/)=p-pj. pj being the intercept of the "first" 
semilog straight line. In most practical cases, the 
buildup is not long enough Ito see the total system 
behavior. Even if it is long enough. the .. second" 
semilog straight line is not well defined. 

Finally, in Fig. 10 the dnlwdown stops just before 
reaching the total system curve. On the buildup type 
curve (Curve D in Fig. 10), the pressure tends to 
s&abiliz.e just above the >.e -2S c:wvc, so a minimum 
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value of >.e -2S can be found, in theory, by fitting a 
transition curve through the constant pressure points. 
In nondamaged or stimulated wells, it may even be 
possible to find a unique combination of"" and >.e -2S 
if distinct evidence of the total reservoir behavior can 
be seen in the buildup da~. As before, lcjh, C, and a 
maximum value of S are obtained from log-log 
analysis if the total storativity is used. 

From the Homer plot, the buildup appears like a 
constant pressure boundary effect .in nearly all practical 
cases (Curve D in Fig. 5). However, if the buildup is 
very long, the shape on the Homer plot is more 
characteristic of double-porosity behavior but the 
.. secooo .. semilog straight line may not be well
defined. A minimum value of average reservoir 
pressure and a maximum value of "" can be obtained 
as described before. 

Analysis With Pressure Derivatives. From the 
description of the various features of a double-porosity 
reservoir, it is evident many of the behaviors described 
in this paper can be analyzed by using a homogt!nt!ous 
modt!l· with appropriau boundary conditions. This is 
obvious for the cases illustrated in Figs. 5, 9, and 10 
with Curves C and D, when drawdown stops during 
transition. Curves C and D could be analyzed in tenns 
of a homogeneous reservoir with a constant pressure 
boundary or in tenns of a closed homogeneous . 
reservoir. In the same way, the last C0 t!2S curve in 
Fig. 4, corresponding to total reservoir behavior, could 
be mistaken for a sealing fault in a homogeneous 
reservoir. 

Thus, there is often an alternative to the double
porosity model that uses the homogeneous model and 
attn"butes to boundary effects the features that 
characterize double-porosity behavior. Fortunately, the 
results of such an interpretation are often questionable, 
distances to boundaries are often ridiculous (usually 
less than 100 ft [30 m]), and reservoir sizes are 
incredibly small (often less than 40,000 sq ft [3716 
m3]). Moreover, as discussed later, values for C and S 
may suggest a flSSured reservoir even if the analysis 
has been performed with the homogeneous model. 

In some cases, results from interpretation with the 
homogeneous model appear reasonable. In such a 
case, DO choice can be made without additional 
information. 

The homogeneous model has been used extensively 
and is still used for the analysis of fiSSured 
reservoirs. 11 In fact, it was the only real tool available 
before knowledge of the double-porosity model 
reached the state described in this paper. Among the 
various possibilities, the homogeneous model with a 
unifonn-flux vertical fracture is cenainly the most 
popular. It had been found 22.23 to descn"be reasonably 
well the behavior of wells intersecting natural fractures 
and often has been used to analyze tests in flSSW'ed 
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fonnations. I now think that the homogeneous model 
with a unifonn-flux fracture, or any other boundary 
condition, is not adequate for describing fiSSured 
reservoirs. As a matter of fact, a number of tests 
initially interpreted with the unifonn-flux fracture have 
been reinterpreted with the double-porosity model. 
Results were found to provide a much more realistic 
description of the reservoir, as supported by other 
knowledge, than that obtained with the homogeneous 
model with a unifonn flux fracture. 

An effi~ient way to distinguish between 
homogeneous and heterogeneous behavior is to 
examine on a log-log plot the derivative of tJ.p with 
respect to the natural log of Al, in the case of a 
drawdown, or with respect to the natural log of 
AJI(I_p +Al) in the case of a buildup, as a function of 
Al. Such a plot is characterized by a stabilization 
during semilog radial flow. The shape of the derivative 
for each behavior is drastically different,l4.25 with 
double-porosity behavior exhibiting a characteristic 
hump ~low the semilog radial flow stabilization level 
during transition, that allows unambiguous 
identification of the behavior, provided the quality of 
pressure -data is adequate (Fig. 11). The pressure 
derivative also allows easy differentiation between an 
infmite reservoir with double-porosity behavior and • 
bounded reservoir with homogeneous behavior (whose 
tJ.p vs. Al traces are superposed in Fig. 12, although 
they correspond to very different lch values). In the 
latter case, effects of boundaries appear above the 
semilog radial flow stabilization level, with a 
stabilization at twice that level for a sealing fault. 

Field Examples 
1be following presents several field examples to 
illustrate the various double-porosity behaviors 
described in the first part of this paper. These 
examples have been selected from many tests with 
double-porosity behavior that I have seen and are 
fairly typical of what is found in practice. 

. Such examples are scarce in the literature. 2.3.11.20.26 
One main reason is that most authors were trying to 
illustrate the two parallel semilog straight line feature, 
which is the exception rather than the rule. The 
following examples are used to introduce new 
information that cannot be derived from the theoretical 
developments presented so far but have been 
discovered through experience. 

Fissured n. MultDayeml Reservoin. It was stated 
in the beginning of this paper that the double-porosity 
model represents the behavior of both fassured and 
multilayered reservoirs with high penncability contrast 
between the layers. As a result, it is not possible, from 
the shape of the pressure vs. time curve alone, to 
distinguish between the two possibilities. All tha~ can 
be diagnosed is a doubk-porosiry behavior. 
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Fig. 11-0erivatives· for homogeneous and double-porosity § 
behavior. 

Fortunately, experience show5 that this distinction is 
. possible from the numerical values of the wellbore 
storage constant C and of the skin S if the well is not 
damaged. This is illustrated in Figs. 13 and 14, and in 
Table 1. 

Figs. 13 and 14 present two examples of tests in 
double-porosity reservoirs, perfonned before and after 
an acid job. The details of the analyses are not shown, 
only the final log-log matches with the double-porosity 
type curve of Fig. 2. For each match, we have shown 
as a heavy line the double-porosity buildup (or 
drawdown, as appropriate) type curve fitted through 
the measured pressure points; the initial and final 
Coe 25 curves, corresponding to the most penneable 
and the least permeable medium, res~ively, are 
indicated as dashed lines, and the u -2S trai)Sition 
curves are shown as dotted lines. For clarity, the type 
curves of Fig. 8 are not shown, only those limiting the 
various zones (damaged, nondamaged, acidized, and 
fractured wells). 

Fig. 13 corresponds to unpublished bUildup clara 
from Well 1, whereas Fig. 14 presents drawdown dara 
before acid and buildup data after acid from Test A in · 
Well 2, whose analysis was presented in Ref. 26. 

From the plots in Figs. 13 and 14 there appears to 
be no significant difference between the two series of 
tests from Wells 1 and 2, except that they match 
different double-porosity type curves. However, 
differences become apparent when one considers the 
numerical values of the parameters shown in Table 1. 

Because all the flow components could be identified 
for Well 1 (initial and final C0 e25 curve and transition 
u -2S curve), it was possible to extract all the well 
and reservoir parameters peninent to the double 
porosity model from the test data (i.e .• /c J'l.. C, S, "'· 
and >.). On the other hand, the initial C0 e25 curve, 
representing the most permeable medium, could not be 
determined for Well 2 from the test before acid, due 'o 
lack of early-time data, and was found to coincide 
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Fig. 12-0erivatives for homogeneous behavior In a bounded 
reservoir. and double-porosity behavior in an infinite 
reserwir. 

with the ttansition curve in the test after acid. As a 
· result, w could not be found before acid, and only an 
upper limit was found from post-acid data. 

Let us now coinpare results before and after acid for 
. each well. In Well 1 there is no variation in lclz, as 
should be expected, nor in w and >.. C has increased 
from 0.016 bbVpsi to 0.025 bbVpsi; this SO% increase 
could be attributed to the acid job. The skin has 
decreased from +3.4 to -3.9, which indicates a 
successful stimulatio111. 

In Well 2, on the other hand,lcjz has decreased (but 
the pre-acid value is only approximate) while ). 
remains the same: But C has increased by almost one 
order of magnitude, from 0.017 bbl/psi to 0.13 
bbl/psi. Skin has decreased from +3.4 to -1.5. 

The increase in C after an acid job _and the resulting 
high value of the wellbore storage c:orutant are 
characteristic of fissured formations. Prior to the acid 
job, when the well is damaged. most of the fissures 
intersecting the wellbore are plugged and the volume 
of the fluid communicating with the wellbore is just 
the wellbore volume. The wellbore constant is thus 
equal to the one that could be computed from 
completion data if a value of fluid compressibility in 
the wellbore is available. 

After the acid job, on the other hand. fissures 
become open to the wellbore and the volume of the 
fluid in direct communication with the well is equal to 
the wellbore volume plus rhe volume of the fissures 
intersecting the well. The resulting wellbore storage 
constant may be one or two orden; of magnitude 
higher than before acid. 

For this reason, downhole shut-in is not panicularly 
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Fig. : 13-Wen 1 type-curve matc:h for test before and after acid 
In a multilayered reservoir. 
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Fig. 14-Well 2 typ&-airve match for Test A before and after 
acid in a fissured reservoir. 

TABLE 1-COMPARISONS BETWEEN INTERPRETATION 
RESULTS FROM WELL 1 AND WEll 2 (TEST A) 

We111 Well 2, Test A 
(Multilayered Reservoir) (FISSured Reservoir) 

Before Acid After Acid Before Acid After Acid 

k,h, md-ft 565 565 416,600 347,000 
C, bbUpsl 0.016 0.025 0.017 0.13 
s +3.4 -3.9 +3.4 -1.5 
~ 0.10 0.10 1 c;0.06 
). 0.97x10-I 1.0 )( 10 -I 3.6 x 10 -s 3.6x 10-1 

useful in fiSSUred fonnations, except maybe with 
damaged wells. 

On 1M tJther hmtd, there is no significant change in 
1M wellborr storage COIISUW following an acid job in 
a multilayerrd reservoir. As a result, fissured 
reservoirs can be distinguished from multilayered 
reservoirs with high penneability contrast between 
layers by means of the numerical value of the wellbore 
storage constant, but only if the well is not damaged. 
No distinction is possible from pressure and rate data 
alone if the well is damaged. 

In this case, it can be concluded that Well I is in a 
multilayered reservoir, whereas Well 2 is in a fissured 
fonnation. 1bese conclusions are supported by 
information from other sources. 

Skin Value for Nondamaged Wells. Another 
interesting propeny of double-porosity reservoirs 
(whether fissured or multilayered) is illustrated by the 
examples in Figs. 13 and 14. Notice that for both 
wells, the initial C 0 e2S curves, corresponding to the 
fiSSure system in Well 2 and to the most penneable 
layer in Well I, lie, after acid, in the nondamaged 
well region of the type curves, not in the acidized well 
region, as should. be expected. For Well 2 (Fig. 14), it 
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is even at the limit between the regions for damaged 
and nondamaged wells. Yet skins are negative: -3.9 
for Well 1 and -l.S for Well 2. 

In reality, double-porosity reservoirs exhibit 
pseudoskins, as created by hydraulic fractures . It is my 
experience that a skin of around -3 is noimal for 
nondamaged wells in fonnations with double-porosity 
behavior. Acidized wells may have skins as low as 
-7, whereas a zero skin usually indicates a damaged 
well. 

In the case of Well 2, the skin ( -l.S after acid) 
would indicate that the well is still damaged; as a 
result, some of the fiSSures communicating with the 
well may still be plugged, and C could increase further 
if a new acid job were perfonned. 

Nondamaged or acidizcd wells in double-porosity 
formations thus are characterized by a very negative 
skin. This is associated with a high wellbore-storage 
constant in fassured reservoirs. Conversely, a very high 
wellbore-storage cOnstant and a very negative skin 
should suggest a fiSSured reservoir, even if the well 
exhibits a homogeneous behavior. In general, this 
occurs when the test is too short, so that only the first 
C0 e25 curve corresponding to the fissures is seen in 
the test data. An example follows. 

"' 
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TABLE 2-coUPARISON BETWEEN INTERPRETATION 
RESULTS FROM WELL. 2 (TEST A), WE1.L 3, AND WELL 4 

k,h, mcUt 
c. bbllpsl 
s 

We112 
TestA 

After Acid 

347,000 
0.13 
-1.5 

<O.CI8 
3.8x 10·• 

Well3 
After Acid 

2.260 
0.18 
-5.1 

? 
? 

Weft4 

80 
2x 10-a 

-4 
? 

2.5x 10 -• 

IS: the first Co~2S curve (A), the total system C0~2S 
curve (B), and the transition curve. The .. second" 
semllog straight 1i.oe is reached by the buildup data. 

Fig. 16 presents drawdown and buildup data for 
Well 3 of Ref. 26, corresponding to Curve A of Figs. 
S and 7. This is the case where drawdown stops on the 
first C 0 e2S curve before ttansition is reached. As a 
result, the data exhibit a homogeneous. behavior and 
there is no evidence of a heterogeneous system except 
from the value of the parameters listed in Table 2: C 
(0.19 bbl/psi) is very large and the slcin (-S.l) very -------== ' negative, thus suggesting a fissured reservoir. In fact, 

-;~-;;=:;;~~=====-- some other wells in the same reservoir were found to 
:: exhibit a double-porosity behavior. Consequently, S is 

only a maximum value, since total storativity was used 
in the computations and a maximum value for ). can 
be computed (X(3x10-7). · 
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Fig. 11-Well 3 typ&-curve match for drawdown and buildup 
data. 

Effect or Production Tune on Buildup Behavior. 
This section illustrates the various buildup behaviors 
described earlier in the text. 

The two tests in Fig. 13 for Well 1 and the test aftet 
acid in Fig. 14 for Well 2 are examples of buildup 
tests where the total system is seen in the test data. 
For these tests, the duration of the drawdown was 
sufficient for the total system to be present in 
drawdown data, but these were not adequate for 
analysis because of fluctuations in the flow rates. 

M indicated in Table 1, it is possible to extract all 
the parameters pertinent to the double-porosity model 
from the test data. 

Fig. IS illustrates· the Homer plot for the test after 
acid in Well 2. This corresponds to Curve E in Fig. S, 
except that there is no ''initial" semilog straight line. 
All the various flow components are indicated in Fig. 

· · The third example (Well 4 in Fig. 17) corresponds 
to the case where drawdown was stopped during 
transition. M a result, buildup pressure in Fig. 17 
becomes stabilized at long buildup times. Analysis was 
perfonned as described earlier to yield A:Ja, C, a 
maximum value for S, and a maximum value for ).. A 
maximum value for "' could not be evaluated because 
of insufficient data at constant pressure (see the Homer 
plot on Fig. 18). This case corresponds to Cu~e Bin 
Figs. S and 8, where drawdown stops after transition 
has started but before the stabilized transition pressure, 
corresponding to the M-2S curve, bas been reached. 

Table 3 summarizes interpretation results for Well 2 
(Fig. 14), Well 3 (Fig. 16), and Well 4 (Fig. 17). It 
shows clearly the dependency of results on the 
duration of drawdown: all reservoir parameters can be 
obtained only if both drawdown and buildup are long 
enough for total system behavior to be seen in the 
test data. 

Variation or.., aod). With Time. Discussion so far 
has been based on the assumption that "' and X were 
constant. This is not always the case, especially when 
reservoir pressure falls below bubble-point pressure. 
The reason is that eo~ and ). both dCpend on fluid 
properties, not just on rock char.icteristics. "' from Eq. 
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Fig. 17-WeU 4 type-curve match of buildup data when 
drawdown stops in transition. 

3 also can be written as: 

i 
c.J== •••••• • ••••••••••• (10) 

1 
+ (cf>V ) 111 (c1 ) 111 

(cf>V )f (c,)f 

which clearly shows that "' depends on the ratio of the . 
total compressibilities in both constitutive media. In 
the same way, A depends on k111 , which is very 
sensitive to gas saturation. . · 

An example illustrating changes in"' and A in the 
same well is presented in Fig. 19. Data in Fig. 19 
come from Test Bin the same Wcll2 used for Figs. 
14 and IS. Tests A and Bin Well2 arc discussCd in 
detail iri Ref. 26. 

As can be seen by corilparing Fig. 19 with Fig. 14, 
the buildup log-log behavior of Well 2 bas changed 
drastically tietwcen Test A and Test B. The data in 
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Fig. 11-Well 4 dimensionless Homer plot when drawdown 
stops in transition. 

TABLE 3-COMPARISON BETWEEN INTERPRET AnON 
RESULTS FROM TEST A (AFTER ACID) AND TEST B 

IN WELL2 

k,h, md-ft 
c. bbUpsl s . 

Weft2 
TestA 

After Acid 

347,000 
0.13 
-1 .5 
c;0.06 

3.8x1o-• 
1 
1 
1 

Well2 
Test B 

After Acid 

264,000 
0.03 

>-0.7 
0.43 

>1.9x1o-• 
3 

36 
1121 

ex.imple, no change in "' and A after reservoir pressure 
has dropped below the bubble-point pressure would 
indicate that gas saturation is uniform in the reservoir. 
Testing at regular intervals is therefore advisable in 
reservoirs with double-porosity behavior. 

Summary aad Conclusions 

Test B exhibit a two parallel seinilog straight-line 
behavior. evident on the Homer plot of Fig. 20, . 
whereas in Test A, only the last semilog straight line 
was present (Fig. IS). The first semilog straight line in 
Fig. 20 lasts 14 hours. This change is attributed to the 
presence of gas in the reservoir. Complete analysis of 
the data was perfonned in Ref. 26 and results arc 
listed in Table 3. It was possible tO obtain not only 
kJa. c. S, "'· and A from both tests but also. using 
additional information to find the size of the matrix The ambition of th~s paper is to establish the state of 
blocks. the change in toca1 compressibility in the the art in the knowledge of double-porosity behavior. 
(ISSures and in the blocks and the change in matrix The information presented can be summarized as 
permeability from which the gas saturation in the follows. 
blocks could be evaluated. Note that the well has 1. Fissured reservoirs and multilayered reservoirs 
become damaged. u evidenced from the increase in with high permeability contrast between layer$ exhibit 
skin and the significant decrease in wellbore storage. the saine double-porosity behavior. 

Variations of"' and A with time usually indicate a 2. Double-porosity behavior can be diagnosed by 
change in the fluid characteristics. No change may log-log analysis of the pressure change during a test or 
also provide additional reservoir inforination. For 9-:z. ,.. by its derivative • 
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Fig. 11-Well 2 type<urve match for Test B with reserwlr 

pressure below bubble-point pressure. 

3. Analysis of tests in reservoirs with a double
porosity behavior using the double-porosity type curve 
of Figs. 2 and 3 can provide all pertinent reservoir 
parameters (kjh, C, S, c.~, and ~). even if these ue not 
accessible by semilog analysis, on the condition that 
drawdowns and buildups are long enough to reach 
total syste~ behavior. In most ca.Ses, however, 
matching must be done with buildup type curves. 
Once "' and ~ are obtained, the total compressibility in 
the most penneable medium and dimensions of the 
least penneable medium can be computed if additional 
information is available, such as the geometry, total 
compressibility, and penneability of the least 
penneable medium. 

4. The two parallel semilog straight-line feature may 
or may not exist, depending on the well condition and 
characteristics of each medium. When it does exist, 
the first semilog straight line may last for many hours. 

S. Nondamaged wells in a double porosity exhibit a 
pseudoskin of around -3. Acidized wells can have 
skins as low as -7, whereas a zero skin usually 
indicates a damaged well. 

6. Fissured reservoirs can be distinguished from 
multilayered reservoirs only if the well is nondamaged 
or acidized. 

7. In multilayered reservoirs, the wellbore storage 
constant corresponds to the volume of the wellbore, 
whatever the well condition. On the conuuy, 
nondamaged or acidized wells in fissured reservoirs 
exhibit a very high wellbore-storage constant that 
includes the volume of fiSsures intersecting the well. 
This wellbore storage is usually one or two orders of 
magnitude higher than that due to completion alone. 
As a result, downhole shut-in tools are ineffective in 
such wells. Wellbore storage in damaged wells in 
fissured reservoirs is nonnal-i.e., corresponds to the 
wellbore volume. Conversely, a negative skin 
associated with a high wellbore storage usually 
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Ag. 20-Weft 2 dimensionless Homer plot for Test B. 

indicates a fissured reservoir even if the pressure 
behavior appears homogeneous. This may occur when 
the test is too shon, so that only the fissure 
homogeneous behavior can be seen. A longer test is 
required to extract all the additional information (c.~ 
and ~) needed to describe the reservoir fully. 

8. "' and ~ may change with time for the same well 
depending on the characteristics of the reservoir fluid. 
Testing at regular intervals is recommended to obtain 
the information associated with such changes. 

9. If the drawdown stops during transition, buildup 
behavior in double-porosity reservoirs is similar to that 
in homogeneous reservoirs with a boundary. 

10. Interpreting heterogeneous reservoirs in terms of 
..equivalent" homogeneous reservoirs with inner or 
outer boundaries appears inadequate. 
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Nomenclature 

B • formation volume factor 
c = fluid compressibility 

c, = rock compressibility 
c, = total compressibility 
C = wellbore storage 

C 0 • dimensionless storage constant 
h == fonnation thickness 
" - pcnncability . 

··" . 

I = characteristic length of a matrix block 
m = absolute value of semilog straight line slope 
n = number of normal sets of fractures 
p a pressure 

p 0 • dimensionless pressure 
p; • initial reservoir pressure 
p • - extrapolated pressure from Homer semi-log 

straight line 
6p a vertical displacement of the two parallel 

semilog straight lines 
~ = pressure change 

q =flow rate 
6q • interporosity flow per unit bulk volume per 

unit time 
r .. distance to production well 

r w • wellbore radius 
S -= van Everdingen-Hurst skin factor 
s - Laplace transfonn parameter 
t- time 

to = dimensionless time 
t P = Homer production time 
V = ratio of total volume of one porous system 

to bulk volume 
a = block shape parameter 
"Y = exponential of Euler's constant ( = 1. 78) 
X = interporosity flow ·coefficient 

" .. visCosity 
p = fluid density 

t1> = porosity of one system 
w = storativity ratio 

Subscripts 
f • fissure 

m-= matrix 
f+m = total system 

t - total 
D - dimensionless 

SI Metric Conversion Factors 
bar x 1.0• E+OS = Pa 
bbl X l.S89 873 E-01 = ml 
cp X 1.0• E-03 = Pa·s 

cu ft X 2.831 685 E-02 = ml 
ft X 3.048 E-01 -= m 

in. x 2.S4 E+OO • em 
md-ft x 3.008 142 E+02 = p.ml ·m 

psi X 6.894 757 E+OO = kPa 
'Colwwlion ........ 

APPENDIX 
nouble-Porosity Solutions 
WarTen and Root's solution2 was derived under the 
assumption of pseudosteady-state interporosity flow and 
can be written in the Laplace domain as 

_ Ko[ro.Jii(i}J 
Po(ro.s)• Nijfi) K,('Js.J{s)] ............ (A-1) 
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I 

for a finite well radius, and u 

Po(ro.s)=-Ko(ro.Jsf(s)J ••.••••••••••••• (A-2) 

for aline-source well. In Eqs. A-1 and A-2, che Laplace 
variable is based on che usual dimensionless time based 
on total reservoir storativity. In engineering units: 
-' 0.000264kf 

(to> /+• • 2.. • ••••••••••••••• (A-3) 
(~p.c,)f+•pJ'w 

p o is che dimensionless p~. Jiveo by 

· Po• lcJia Apl, •..•...•• ~ .•.••.•... (A-4) 
141.2 qB14 

and r 0 , the dimensionless distance to che production 
well axis: 

r o =-rlr .,. • •••••••.•••••••••••••••••.•. (A-S) 

Ko and K 1 are the modified Bessel functions of the sec· 
ond kind of zero and unit order, ~vely. j(s) is in
troduced by Wamn aod Root IS 

w(1-w)s+X 
j(s)"" • • •••.••••••••.•••.•.. (A-6) 

(1-w)s+X 

Using de Swaan's approach, 6 Warren and Root's 2 

solution for pseudostcady-state interporosity flow can be 
extended to transient interporosity flow by simply 
replacing in .Eq. A-1 or A-2 th~ j{s) function given in 
Eq. A-6 by 17 . · 

~ . /3(1-w)s 
j(s)=w+~ ~laJlh...J , ....... (A-7) 

3s X 
for horizontal slab blocks, and· 

j(s)=w++7 [ ~ lS(l;w)s com.J lS(l;w)s -t] 
• . . . • . . • • . • • • • • • . • . • • • • • • (A.;8) 

for spherical blocks. 
In the case of interporosity skin, these become · 

· ~ X(1-w) cam..J 3(1-w)s 

j(s)=w+ 3s X 

ft2(1-w)s . /3(1-w)s 
1 +S-o~ X ~~. -X-

• · • • · · · • · • •.•••••• • •..•.•••.•• (A-9) 

for horizontal slab bloclcs, and 

j(s)=w+ 

_1 X [V lS(l-w)s ~ lS(l-w)r -l] 

S s J\ X · 

t+2S-o [V ts(l-w)r ~ ts<1-w)r -•] 
. ). X 

........••......• (A-10) . . 
for spherical bloclcs, where S-o represents an inter
porosity skin. • 

The effect of skin and wellbore storage oa double· 
porosity behavior was investigated by Mavor aod Cin· 
co. 12 Their solution was obtained in the Laplace domain 
for pseudostcady-state interporosity flow and reads: 

Po(s)• 

Ko[ Jsf(s) 1 +SJsJ(s)K ,.Jsj(s) 1 

( 

s(.Jsj(s)K 1 ~.Jsj(s)J+sCo{KoNsJ(s)] +S.Jsj(s)K,(.Jsj(s)l}) ( ) 

••...•.••••..••.•••• (A-11) 

with j(s) given by Eq. A-6. Co is the dimensionless 
wellbore storage constant, based on total reservoir 
storativity ~given in engineering units by: · 

0.8936C 
Co•(Co>t+•• 

2 
•••••••••• (A-12) 

(~Yc1)f+•hr., 

As before, the corresponding solution for transient inter
porosity flow is simply obtained by usingj(s) from Eqs. 
A-7, A-8, A-9, tl)r A-10, IS appropriate • 

"Cfto.IAy, H.: ,..._. c-**lan IOcL a. t113J. 

.,... • llttwcl Auttlar ...... 8llidft - ........ ClelcripiM ,._.,ions 111M 
-a tile ._ a1 ,. 811 ift en - of -...ogy a., Clnc:nbin9 -
c11o al~llalor ,._,. w110-- apecleliJia illtllelllpiQ ..,__ Wrltt.., by 

incliwldu* IWCOIJIIiZed • apena ill ... --· ... 8llidft prowicllo lrey ....,_ 
Ill- definitiwe-- .... ,.._ IC*ilic ..... ..., Ill ......... -.alogy . 
...,._.:To inlomltlle ganerll ~ •-_,_ill,_ ••• al 
~·lgio-ilog. 
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M I C (MlJL TIPLE INTERACTING CONTINUA MODELS 

. 
T his idea is described by Pruess (Water Resour. Res., 19(1), 201-208, 1983) 

and Pruess and Narasimhan (SPE Jour., 25(1), 14-26, 1985) from where 

many of the following figures are taken . 

. 
• 

7'3i 
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Figure 4: Idealized model of a fractured porous medium. 
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Basic computational mesh for fractured porous media, shown 
here for simplicity for a two-dimensional case. The fractures 
enclose matrix blocks of low permeability, ~ich are subdivided 
into a sequence of nested volume elements. 
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Figure 9.7 Calculated breakthrough curves (network-!). 
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Figure 9.8 Calculated breakthrough curves (network-3). 
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Table 9.1 Parameters used in the calculations • 
.,. 

Q (m3/s) Dm (m2/s) Run b (m) ' 
RUN 1 0.4·10·3 0.0017 0.0 0.0 
RUN2 0.4·10-3 0.0017 1.0·10·9 0.015 ' ) 
RUN3 0.4·10-3 0.0017 1.0·10·9 •. 0.03 ~ -

RUN4 0.5·10·3 0.019 0.0 0.0 
RUN5 0.5·10-3 0.019 1.0·10-9 0.015 
RUN6 0.5·10-3 0.019 1.0·10·9 0.03 

RUN7 0.45·10-3 0.023 0.0 0.0 
RUNS 0.45·10-3 0.023 1.0·10-9 0.015 
RUN9 0.45·10-3 0.023 1.0·10-9 0.03 



- ---'ERI models of convergent and dipole tracer tests: This' team modeled 

the upper conducting subzone by treating it as a horizontal fracture. 

Superimposed on this fracture was a rectangular array of channels (traces of 

ideal fractures subject to the cubic law) each of which was assigned an aper

ture and a porosity (~1). The channels formed a grid of 5 m x 5 m 

squares, 100 x 100 for the convergent test, 100 x 140 for the dipole test . 
. 

T o model steady state flow through this array, all channels were assigned 

the same aperture. To model transport, the channels were assigned random, 

normally distributed, spatially correlated apertures. 2,500 particles were 

tracked through the field to simulate pulse tracer injection, 4,300 particles to 

~: .... ,ulate continuous injection. Local dispersion was neglected, but matrix 
~ 

diffusion and sorption were allowed to take place. 

T he mean aperture, its standard deviation and correlation scale were adjusted 

so that the mean results of Monte Carlo flow and transport simulations fit 

available hydraulic and tracer test data. To obtain an acceptable fit, it was 

found necessary to assign different mean fracture apertures to different zones 

of the n1odel area (Fig. 8.1; b0 = nominal n1ean aperture) in a manner not 

consistent with n1easured transn1issivities for the upper subzone. 



: 

The pumping rate f~r the convergent flow tracer test had to be made () 

smaller by 40% than its measured value. The best fit parameters for this test 
. . • ) fi . ' .; 

are listed in Table 8.2, and the corresponding breakthrough curves are com-
' • I 

pared with .measurements in Figs. 8.2a-c. The best fit matrix diffusion 

coefficient is seen to be extremely small, implying that this phenomenon 
.. 

plays virtually no role in the test. 

The dipole tracer experiment was simulated by means of (a) an equivalent 

single aperture horizontal fracture model (containing 1, I20 quadrilateral 

finite elements) and (b) the above variable aperture model. Best fit parame

ters for the single aperture model, assuming that 89% of the tracer is recircu- ( -) . 
• 

lated, are listed in Table 8.3; the corresponding breakthrough curves for 139! 

are shown in Figs. 8.4a-b. Two variable aperture cases were considered, 

case I with pumping and reinjection rates reduced by 40%, case 2 with only 

the reinjection rate so reduced. The best fit parameters were the same as in 

the radial case (Table 8.2) ·except for an increase in mean aperture, to 

O.OOI58 m in case I and O.OOI98 m in case 2. Results are . shown in Figs. 

8.5 - 8.7. None of these models were able to reproduce observed 

breakthroughs in the observation boreholes KFI06 and K.Flll. 
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Figure 8.1 Modelled domain of variable apertu.Ie model. · 
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Figure 8.2c Calculated and measured breakthrough curves of radially converging test 
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Figure 8.3 Average fluid flow distribution of radially converging test. 

Table 8.2 Best-fit parameters for radially converging test. 

Parameters 

Correlation length (x-direction) 
Com:larion length (y-direction) 
Input Standard deviation 
Input Mean apenure 
Obtained Standard deviation 
Obtained Mean apenure 
Effective diffusion constant in rock mass 

Values 

5.0m 
2.5m 
o.s 
0.000955 m 
O.S54 
0.00111 m 
5.0·10- 2 m2/s 
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Figure 8.6a Averaged fluid flow distribution of dipole test (CASEl). 
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FigUre 8.6b Averaged fluid fiow distribution of dipole test (CASE2). 

Table 8.3 Best-fit parameters for dipole test. 

Parameters 

Longitudinal dispersion length 
Transverse dispersion length 
Effective thickness of aquifer 

Values 

8.0 m 
4.0m 
0.015 m 
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:OSIGMA (formerly SGAB) model of dipole tracer test: Figs. 2.3.1.1 

.1.3 con1pare measured breakthroughs in observation holes KFI06 and 

K.Flll with simple 1-D analytical model calculations. The model accounts 

for measured temporal variations in tracer injection rate. Calibration param

eters include a constant velocity, longitudinal dispersivity, coefficient" of dilu

tion in the sampling holes, and retardation factor (for sorbing tracers). The 
. 

curves in Fig. 2.3.1.2 were fitted to the data simultaneously; they are associ-

ated with retardation coefficients of 1.3 - 1.7. Only rising lin1bs are shown 

in Fig. 2.3.1.3 due to the long time required for breakthrough in KFI06 . 

...,. ~ results suggest that matrix diff1:1sion is negligible. A simple 1-D 

(s· gle travel path) uniform EPM advection-dispersion model is enough 

to reproduce transport from BFIOl to KFI06 and K.Flll through the upper 

subzone quite well. A more complex (nonuniforn1 EPM?) model may be 

required to reproduce transport from K.Flll to BFI02 (the san1e was found 

in the convergent flow tracer experiment). 

Attempts to fit a 2-D horizontal model (SUTRA) to the data were less suc

cessful; it was possible to fit individual breakthroughs, but working with two 

or three simultaneously resulted either in poor fits or in unrealistic parame

tf" .. values. 
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Figure 2.3.1.1 Simulated and observed breal"'througb of Iodide in borehole 
KFlll. 
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Figure 2.3.1.2 Simultaneous model simulation of breakthrough in borehole 
KFill for 169yb-EDTA, 140La-DOTA, and 177Lu-DOTA 
(Andersson et al., 1993). · 
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Figure 2.3.1.3 Comparison of tracer breakthrough in borehole KFI06. Solid 
lines represent best fit for regression estimates (Andersson et 
al., 1993) : ? /3 



VTT /TVO model of dipole tracer test: This group mod~led the dipole () 

test by means of noninteracting channels of variable width and aperture 

within a single horizontal fracture. The dipole velocity field was considered 

to be the same as that arising in a uniform porous medium; for this, it was 

necessary to invoke a rather dense network of channels (Fig. 2.3.2.1). A 

non-Fickian dispersion effect was obtained by assuming that velocities vary 
. 

linearly with distance from the fracture walls in each channel (Fig. 2.3.2.2). 

The final model consists of three channels extending from the injection to 

the pumping well, two of which pass through observation holes KFI06 and 

KFIII (Fig. 7 .5). The relative flow rat~s and velocities in each channel were ) .. 
adjusted (Table 7.1) to obtain a good fit between measured and observed 

breakthroughs of 139! prior to recirculation (following recirculation, there was 

an apparent 35% loss in tracer mass). 

Fig. 7. 7 shows normalized breakthroughs (relative to peak concentration) for 

various conservative tracers. 1391 and 12Br break quite rapidly through K.Fill 

(Fig. 7 .8). Here the second peak is due to recirculation. The tracers break 

much n1ore slowly through KFI06 (Fig. 7 .9). Here the con1puted curve was 

normalized by a factor of 0.5, and the 51Cr and 169YB-EDT A data were nor

malized by a factor of 2, to show a better fit. 
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Figure 2.3.2.1 Conceptual model of channel network in a fracture plane. 
(Hautojarvi & Taivassalo ,1988). 

x=O 
I 

- .----

Figure 2.3.2.2 Convective diffusion of a tracer in a fracture channel. 
(Hautojarvi & Taivassalo ,1988). 
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Figure 7.5 The applied conceptual model for the dipole experiment with three flow routes 
having different relative flow rates than in the predicted i~ case. The losses 
per cycle are taken to be 35%. The flow routes are modeled to go via or very 
near the observation boreholes . and only a small fraction of the modeled flows are 
sampled actually in the observation boreholes. 
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Table 7.1. Parameters used in the predictive and final modeling of the dipole experiment. 

PREDicrED FillED 

Flow Relative Velocity Relative Relative Velocity Relative 
route flow rate length flow rate length 

(%) (m/s) (%) (m/s) 

via K.Fill 25.6 7.16·10-4 1.57 45.0 3.30·10-3 1.9 
straight 48.8 1.37·10-3 1.0 50.0 1.25·10-3 1.0 
via KFi06 25.6 7.16·10-4 1.57 5.0 8.50·10-4 2.0 

1E-3~------------------------------------, 

SE-4 . 

6E-4 
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0 -<.,;) 

4E-4 

2E-4 

100 200 300 
Time (h) 

Figure 7.6 Comparison of the calculated breakthrough curve with a measUICd curve (A.3). The 
used concept is shown in Figure 7.5 and model parameteiS are presented in Table 7 .1 . 
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Figure 7.7 Comparison of the breakthrough curves of different tracers and the calculated · 
curve. The smooth line is the calculated curve and wiggling lines are Rhodamine 
WT data (A.14 and A.18). All other data arc presented as points (A.3, A.4, A.5, 
A.6, A.l2, A.16 and A.17) but nonnalizcd roughly to the peak concentration 
value of 1311 (A.3) by factors 1.1 - 2.0. The Rhodamine WT cnrves show a 
somewhat different shape which could be explained within the used model 
smprisingly by a higher molecular diffusion coefficient (a higher dispersion and 
slower arrival of the front edge and perhaps a faster arrival of the tail). 
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Figure 7.8.. Modeled and ·measured breakthrough curves (1311 B.3 and 82Br B.6) in the 
observation borehole KFill. The too low peak value · of the modeled · 
concentration may be due to the very convective nature of the fast transport 
which cannot be modeled very accurately at short times. 
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Modeled and measured breakthrough curves (1311 C.l, 51Cr C.2 and 16~ C.4) 
in the observation borehole KFi06. The calcUlated curve is normalized by a factor 
of 0.5 and the Cr-and Yb-EDTA complex values by a factor of 2 in order to 
compare the curve shapes better. A second injection 216 h later causes the rise 
of the 1311 concentration values after 400 h. 
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DISCUSSION AND CONCLUSIONS 

The single most prominent feature of the present investi
tion was the use of a multitude of plastic sheets in a long 

..aderground drift. The use of a drift located well below the 
water table ensured that the water flow would mainly be 

rected towaro the d,rift from practically all .!he tracer 
..Jjection points. The-use of a 100-m-long ·drift with Qx)Ut 375 
plastic sheets made it possible to monitor the flow rate and 
tracer transport in detail which c::anilot be done by other 
known techniques such as .. between bole traCer tests. ·~ 
Most of the information obtained with the present tCchnique, 
e.g .• variability of conductivity and channeling, is difficUlt, if 
at all possible, to obtain with other. methods. 

There m same drawbacks with ·using a drift. One is that 
the presence of the_ drift itself inftuences and chan8es the 
rock stresses in the vicinity of the drifL The inftuence is 
estimated to extend between 1 and 2 tunnel diameters; Most 
of the distance covered by the tracers is thUs in the .. undis
turbed" rock. The water velocity is expected to decrease 
with increasing distance frOm the drift in a fractured medium 
as well as in a porous medium. In a porous medium it 
increases in inverse proportion to the square of the radial 
distance to the drift. The residence time of the tracers in the 
disturbed zane would thus be expected to be a very small . 
fraction of the total residence time. The tracers will probably : 
have traveled mosdy in the undisturbed rock. ' 

The siwation is somewhat dilferent for the flow rate : 
distnbution over the covered drift surface. It is known that · 
the rock stresses will inftuence the conductivity of the ; 
~. Some may become less and some more permeable · 

pending on how they are located in the stress field. There . 
ill"C at present no methods to determine bow an individual 
ti:acture in a drift may have changed its conductivity. Our 

c:ept of bow water flows in fractured rock is that the 

water flow takes place in individual channels in the p~e of 
fracture. The channels were widely spaced and most of the 
fractuie js closed. It is in the closed sections of the fraCtu.re 
that the rock stresses are transmitted. The open sections of 
the fracture are not in contact with each other •. An increase 
or decrease in the rock stress is anticipated to close or open 
the already open channels to some extent but not to radically 
redistribute the channels within the fracture plane or to 
drastically change the number of channels. The general 
piCture ~f the water flow iate (and conductivity) distnbution 
over a large section of the rock may well be aiaintained. This 
must. however, be _investigated further. 

Several of the details of the experimental techniques were 
developed. within .the experiment. The packers used to seal 
off the iqjection boles everywhere ex~t at the iqjection 
pciint were made of swelling bentonite. This ensured that 
there could be no bypassing of ~r .alorig the iqjection 
boles and that there could be no packer failure due to loss of 
inftation pressure or failure of rubber elements. The tracer 
pathWays are definitely known to be in the rock mass. · 
. Alarie number of potential tracers(> 100), mosdy organic 

dyes, were tested _for stability' de~ility' soiption prop
erties, etc. Several new tracers were synthesized to obtain 
special large-molecular weight tra.Cers with low diffusivities. 
Only a few of ~e ~ dyes bad properties which permitted 
their use as· tracers in this type of investiPtion. In all, 11 
tracers were found to be usable and were used. Most of them 
have not been use(! previously.in tracer tests. 

Ventilation .tests were performed in the drift ·&t .-two con
structed w20d~n frame walls that were covered with plastic 
~eets and sealed with foamed plastic. These walls were 
quick and cheap to buil_d and. gave valuable infonDatiori on 
water flow rates in the uncovered part of the drift. 

Samples weie .. taken for tritium Wlysis in some sheets 
and at other locations on two occasions. Tritium was found 
to be present in two (Jf the six sampled SheetS. Had the 
samples inStead been taken from the ~ed. water of the 
sheets, the tritium concentration would have been below the 
detection limit. The presence of tritium· in the waters indi
cates the presence of fast .nearly isolated .channels of small 
extent. Probably such channels would have gone unnoticed 
had the plastic sheeting technique not been used. 

Fracture mapping in the drift was made visuaDy and by 
stercophotography. The later technique proved to be fast 
and is readily computerized. · . · 

The water ftow rate distribution in the drift wa$ found ~ 
be very uneven as shown in Figure 5. It is not evident that 
the studied region is Iarge enough to make up a representa
tive elementary volume for flow. The presence of tritium. in 
some locations and not in others indicates that there are 
some fast isolated paths which lead water down from the 
surface to a depth of 360 m in less than 30 years whereas 
most of the water has had a longer residence time. 'Ibis is a 
strong indication of litde nlixed pathways extending for 
larger distances. The arrival of the tracer Duasyn iD a spot 
where no other tracers were found is also an indication of the 
presence of isolated unmixed pathways. The arrival of Eosin 
Y in a spot in a different drift 150 m distant from the iqjection 

·point is also an indication of the same phenomenon. 
For the assessment of transport of radionuclides in frac

tured rock the presence of channels (ISOlated paths) is very 
important because if the water in the fast channels travels 
faster than the bulk of the water then the nuclides will have 

less time to decay as was the case for tritium. On the other 
band, if the channels are few. narrow and far between, they 
have a small chance of intersecting tbe waste canisters in a 
repository. 

The observation that the flow rate in the sheets was clearly 
correlated to the number of fracture interseCtions is also of 
high significance. Water in flow paths which follow fracture 
intersections will have a small contact surface with the rock. 
As a small contact surface will permit a small uptake of 
nuclides to and into the rock, the nuclides will be less 
retarded in such channels and thus have less time to decay. 
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·A Large-Scale Flow and Tracer Experiment in Granite 
2. Results and Interpretation 

HARALD ABELIN,1 LARS BIRGERSSON,• Luis MoREN0,2 HANS W1o~N, 1 THOMAS AoREN,• 

AND IVARS NERETNIEKS2 

Water and tracer flow has been monitored in a specially excavated drift in the Stripa mine. Several 
new experimental techniques and equipment were developed and used. The whole ceiling and the 
upper part of the walls were covered with 375 individual plastic sheets where the water flow into the 
drift could be collected. Eleven different tracers were injected at distances between 11 and SO m from 
the ceiling of the drift. The flow rate and tracer monitoring was kept up for more than 2 years. The 
tracer breakthrough curves and ftow rate distributions were used to study the ftow paths, velocities, 
hydraulic conductivities, dispersivities and channeling effects in the rock. In a companion paper the 
experimental design and performed experiments arc described. The present paper describes the 
interpretation of flow and tracer movement in the rock outside the drift. The tracer movement was 
measured by the more than 160 individual tracer curves. The tracer experiments have permitted the 
flow porosity and dispersion to be studied. The possible effects of channeling and the diffusion of 
tracers into stagnant waters in the rock matrix and in stagnant waters in the fractures have also been c· . ) 
addressed. • 

Flow direction 

• 2d 

Fig. 6. A fracture cross section with a channel containing 
flowing water is shown. In contact with the flowing water are 
stagnant volumes of water into which the tracer is carried by 
diffusion. 



• ~ox. 375 plastic sheets 

• Each sheet with an area of 2 m2 

. • 9 cifferent conservative tracers 

•. Migi-ation cistanees 10 to 56 m 

Ill 

-. 
Fig. 2. Dimensions of the three~ensiooal test site. 
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Fig. 3. Location of the injection zones and injected tracers. Table 
2 gives depth of injection zones. 
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Fig. 11. Areas in the test site where the different tracers have 
emerged. 
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Fig. 12. Areas where tracers have been found in the test site. 

I 97? 



I 

'1r +- +-

ll 
l 

' l 
. I 1 
. !J . 

T 

,, 

UJ 

-.JITTTl 
iff R .. 

. ~ I 
Cr 
L.......L.. 

111 

L' 
L-J. 

t:± 
-+-

.., 1-1 1 r l:J:: 
+-

-
t=1 

- I 
() 

... 8 
c - I 
.. 
I: 

T 6 

i UJ 
[ll 1 

g .. .. 
u .. 
~ 

+ ::i 
1 
1 

. ., 
ii: 

+-

. I T 

-
.. 

] 
I 
1 
I 

l 

.i I I 

I 11 
1 - Ll 11 

l n 
l 11 
ITlHTIJ 

) 

97! 



r-- 18-20m 

v 
I I J 

'\ 
.Eosin B 

•.• 

• 
-

>=·_"= ...• 
1·:':''"' :-

l~ I 
I I 

. . .. 
.. .. . Cl · 

Uranin 

31 -33m 

I 
l I 

0-11 m 

I 
.1 J 

Fig. 14. Location of the sheets where Eosin B, Uranin, and Elbenyl have been recovered. The more the sheets are 
shaded, the J.ar&er the recovery. 
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F~g. 15. Location of the sheets where Eosin Y and iodide have been recovered. The more the sheets arc shaded. the 
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Channeling 

The water flow is very unevenly distributed over · the 
investigated portion of the rock. There are large dry areas 
extending over many tens of meters. If the Stripa rock is 
representative for low-permeability granites, then the use of 
porous medium models with essentially constant properties 
may give results with unknown and probably large errors for 
water flow and especially for tracer transport. · 

The results of the tracer experiments and the tritium 
measurements give strong support to the notion that a 
nonnegligxole portion of the flow takes place in channels 
which have little contact with other main channels. This 
cannot be treated by the models which have been applied in 
the analysis of the experiment. A probably fruitful avenue 
would be to try to incorporate the variability in the models. 
So-called stochastic models are available for porous media 
and some attempts to apply them to this type of rock have 
been made recently [Gelhar, 1987; Moreno et al., 1987, 1988; 
Tsang et al., 1988]. These models need considerable 
amounts of data to obtain the statistical properties. -They 
also must be made to incorporate the correct processes. 

The mechanisms of diffusion into stagnant pools of water, 
matrix diffusion, frequency of mixing, and especially the 
nonmixing of channels will have to be studied more. 
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Major Carbon 14 Anomaly in a Regional Carbonate Aquifer: Possible Evidence 
for Megascale Channeling, South Central Great Basin 

ISAAC J. WINOGRAD AND f. J. PEARSON, JR. 

The: carbon 14 content of groundwater at the center of a 16-km-long fault-con.trolled spring line at Ash 
Meadows in south central Nevada isS times greater than that in water from other major springs along the: 
linc:amc:nt. The: difference in carbon 14 stands in marked contrast to the ne:u identity of all springwaters in 
alkalinity. pH. carbon 13. oxygen 18. deuterium. tritium. and other major and trace ions. Tc:n possible 
c::<planations of this major carbon 14 anomaly are evaluated by using all available chemical and isotopic 
data from basin-wide wells and upland springs tapping the regional carbonate aquifer discharging at Ash 
Meadows. The four most plausible hypotheses require the presence of a major longitudinal heterogeneity 
in the: distal portion of the groundwater basin to explain the anomaly. Flow channeling with an amplitude 
of at least II km is indicated. The simplifying assumption commonly used in simulation or basin-wide 
flow through fractured or solution-riddled aquifers. namely. that the aquifer is ·homogenous in its 
heterogeneity; is not applicable to the dense fractured Paleozoic carbonate rocks comprising the Nevada 
aquifer: heterogeneities in this aquifer do not cancel each other areally. 
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I I FLOW' AND TRANSPORT CALCULATIONS I 
... ~-

· . 
.;-

• 300 conditioned realizations of transmissivity field 

• Flow calculated using finite-element code NAMMU 

40x60 nine-node quadrilateral elements 

biquadratic interpolation · 

• A.pproximately 1 CPU hour on Cray2 at Harwell 

(12 sees per realization) 

• Transport calculations 

pathlines 

uniform porosity 16% 

transit · times 

exit points 

• Pathlines also computed in kriged field 
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RESULTS 2 

• Pathlines 

Run 1 

releases from well H-1 and well H-5 

• Pdfs and cdfs 

Run 1 

transit time 

exit coordinate 

releases from well H-1 and well H-5 

• Run 2 and Run 3 

Run · 
# 

1 

2 

3 

transit time 

exit coordinate 

release from well H-1 

Mean X sdX Xk 

11822 1444 12872 

11578 f840 12791 

11822 1444 12872 

Mean 

log(t) 

12.88 

12.86 

12.83 

I . 7t7 

sd 

lo2(t) 

0.30 

0.33 

0.27 

log(tk) 

12.84 

12.86 

12.84 



) 

Fagan 5.5.9(c) 
P.lddincs originating from wen H-1. The Cr.IIISnlissmty fields arc UDconctitioncd. 
1be ligbc blae linc:s indiate palh1incs in each oC the 300 realisations and the 
thick red line is the pathl.ine corresponding to a coastmt tr.msmissivity field 

which is the geometric mean of the W1PP data values. 
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Fl&llre S.5.9(b) 
Padilines originating from well H-1. The aansmissiviiy fields arc conditioned 
using only 10 of the WIPP data poims. The light blue liDcs indicale padilines in 
C3Ch of the 300 l'C31isarioos aod the thidc red line is me parblinc coacsponding 

to the Krigcd transmissivily field. 
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FlgUI'e 5.5.9(a) 
P.ithlincs originating from well H-1. The r:rammissiviry fields arc conditioned 
using only 20 of the WIPP cWa poinrs. 1be light blue lines iadicale pachlines in 
c:acl1 of the 300 valisarioas and the lbick red line is lbe parh!ine com:spooding 

10 the Krigcd traasmissivily field. 
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P.Wilines originating from weD H-1. The Jigbt blae lines iudic:ate pathlines in 
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FRACTAL MODEL I (INTERA) 

• Underlying c~nceptual model 

• 

• 

• .. 

log(T) field is a statistically self-affine fractal 

if 
. . ·2 2p 

y(h) = < [Z(x+h) - Z(x)] > .- h 
·z(x) is fractal with dimension 3-p 

-
Generate fractals using spectral method 

- . 2-D field Z(x) with spectrai density 

S(k) - k-(2+2p) . 

2p 
is such that y(h) - h ·. 

-
- -- --. - - - - · •. ~--c.:;;;.-~, =-;:;.;:;:.-=..;..;...:: . -:-; ·= -7-::-: ~:~~: .. :_ :~~--.. -:,. i"...! -~-:~~-== .~i.:..-:~~~ 

~ 3i1.&_~:;:{5!~~~~t~~ 
-=-~'!·: :,.-'·-!:':'_ ..• _, ....... _. --r- -~: . .-.. ~~ ~6r::.,. ~~ 

. · ... ~·~,~~.~~~: _.,_~·~:-. ~~~-;~-fZ~;-:·~ 

Chi -squared fit . for p 

imd best-fit 2p=O.S8 

Direct spectral methods to generate l28x128 fractals · - -: 

of dimension 3-p, conditioned on WIPP '2 data points -

• Preliminary study by Intera has examined . 
parameter uncertainty in fractal power law 

evaluation of power law parameters on subsets 

of WIPP 2 data 

conditioning on subsets of WIPP 2 data 
! ff~ 
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Figure 2: Minimized chi-squared fit of transmissivity data. for binning with 
Nltin = 20, 1110in = 20. 
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Figure 3: Min~mized chi-squared fit of transmissivity data. fot binning with 
N,." = 30, m,." = 20. 

-
Nllin slope standard consta.nt standard confidence 

bins p deviation uiJ Q deviation q a level Q 

20 0.65266 0.081 -4.277 0.726 47.0% 

30 0.68410 0.087 -3.795 0.776 21.0% -
Table 1: Values of chi-squared minimization fit parameters. 
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Figure 13: (top left) Log transmissivity (log m2/s), (top right] log magni
tude of Darcy velocity (log m/yr), and [bottom] cumulative breakthrou_e;h 
curve, for simulation 42. The transmissivity field is coloured white, O(l(}l)! 
through yellow, red, blue, to black, 0(10-14). The Darcy velocity field is 
coloured white, 0(100), through shades of red, to black, 0(10-12). 
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Figure 14: (top left) Log transmissivity (log m2 /s), (top right] log magni
tude of Darcy velocity {log m/yr), and (bottom] cumulative breakthrou~h 
curve, for simulation 88. The transmissivity field is coloured white, 0(10) , 
through yellow, red, blue, to black, 0(10-14). The Darcy velocity field is 
coloured white, 0(10~, through shades of red, to black, 0(10-12 ). 
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tude. of Darcy velocity (log m/yr), and [bottom] cumulative breakthrou~ 
curve, for simulation 55. The transmissivity field is coloured white, 0(10 ), 
through yellow, red, blue, to black, 0(10-14). The Darcy velocity field is 
coloured white, 0{100), through shades of red, to black. 0(10-12 ) . 
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'REMARKS AND CONCLUSIONS I 

• Demonstrated methodology 

can quantify uncertainty using a stochastic model 

• Importance of conditioning 

very uncertain without conditioning 

• Need at least 20 measurements? 

• Parameter Uncertainty less importa.Iit than conditioning? 

• Most paths near to expected paths 

• 

• 

can quantify 

Small fraction of paths different . 

Future work 

trend (in progress) 

model robustness 
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Abstract 
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Regional Flow in the Baltic Shield 
During Holocene Coastal Regression 

by Clifford I. Voss• and Johan Anderssonb 

The occurrence of saline waters in the Baltic: Shield in Sweden is consistent with ongoing but incomplete Holocene 
flushing and depends on the geometry and connectivity of conductive structures at both regional and locaJ sc:aJes. and on the 
surface topography. Numerical simulation of rqional variable--density fluid flow during Holocene land-rise and coastal 
regression shows that the existence of any old saline water, whether derived from submarine recharge in regions below 
Sweden's highest postglacial coastline or geochemical processes in the crystalline rock, is an indication either of slow fluid 
movements through the bedrock over long times, or of long travel distances through fracture systems before arriving at 
measurement points. During the land-rise period, regional flow is not affected by the variable density of fluids in the upper 
few kilometers of the shield, and the topography of the water table is the only driving force. The spatial distrilNtion of 
meteoric flushing water and pre-Holocene waters may be complex, with the possibility ofrelatively fresh water in fracture 
zones below salty units even at depths of a few kilometers. The domination of the topographic driving force implies that deep 
saline water is not necessarily stagnant, and significant flow may be expected to occur in weJJ-connected horizons even at 
depth. LocaJ topography variation and fracture zone location combine to create a complex flow field in which local 
topographic driving forces extend to considerable depth in some areas, whereas regional topographic forces predominate in 
others. Thus, a pattern may be difficult to discern in measurements of the regional salinity distribution, although it is clear 
that the coastal region is the major zone of discharge for deeper pre-Holocene fluids. During the land-rise period, the regional 
flow field equilibrates with changing climatic conditions and coastal positions, while the distribution of flushing water and 
older water lags and will perpetually change between successive glaciations. These characteristics have direct implications for 
the safety of nuclear water repositories located at depth in Baltic Shield rocks. 

1
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0 500 km 

Fig. 1. Holocene marine limit in Sweden, about 10,000 yrs B.P. 
(after Lindewald, 1985). Shaded region was inundated by sea 
water. 
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Fie. 2. Holocene precursors of the Baltic Sea (after Lundqvist, 1965). 



0 50km 

Fig. 3. Rock blocks and lineaments in southern Sweden inter
preted from 1:2,000,000 relief maps (compiled from Tiren and 
Beckholmen, 1990, 1992). 
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Fig. 4. Coastal regression since 10,000 yrs B.P. at two locations in 
Sweden showing coastal elevation over present sea level (after 
E. Granlund as reported by Magnusson et al., 1957). Straight line 
shows simulated coastal regression. 
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Fig. 5. Model section of crystalline basement centered on present 
east coast of central Sweden with typical surface dip and Holo
cene coastal regression. (Not to scale.) 
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-o.5 

~ ;: 
0 0 -1 .0 Ei Ei 
0 0 z z 

-1.5 

NO FLOW 
-2.0 

0 km 10 20 30 40 

Fig. 6a. Boundary conditions for regional simulations. Water 
level in Baltic Sea precursors used for time-varying specified 
pressure shown for 10,000 yrs B.P., 5,000 yrs B.P., and 0 yr B.P. 

-o.5 

-1.0 

-1.5 

-2.0 
Okm 10 20 30 40 

Fig. 6b. Finite-element discretization for regional simulations. 
Mesh has 441 nodes and 400 elements. Each element is 2 km long 
and 100 m deep. 

Fig. 7. Regional network of conductive zones used as a basis for 
the homogeneous models of the crystalline basement fabric. 
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Fig. Sa. Regional fabric: homogeneous model A with shaDow 100 
m thick conductive layer. 
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Fig. 8c.. Regional fabric: homogeneous modrl B with two shallow 
100 m thick conductive layers. 
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Fig. 9. Regional fabric: homogeneous model B with two 100m 
conductive layers offset by block faulting. 
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Fig. Bb. Regional fabric: homogeneous model A with deep 100 m 
thick conductive layer. 
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F&g. Bd. Re&ional fabric: homogeneous model B with two deep 
100 m thick conductive layers. 
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Fig. tO. Regional fabric: intersecting continuous conductive frac
ture zones. 

j~tJl 



11.111111~~~~~~======.=.=.======~ 

·1.11 

·1.1 

• . . 
• . .. . .. . ... -. ... -

. . . . . . . .. .. . . . . . . . . .. . . . . . . . .. ' . . . .. . . . . . . . . . . . , . . .. . .. . . .. .. , . . .. . . . .. . 
. . . . . . . 

, " . . .. .. .. 
"" #I • • • .. 

"" . . . . . .. . . . 
. . . . . 

·• . . 

. . . . . 

-. . . . . . " ., . . . . . - . . . . . 
0 11m 10 2D ,., .., 

Fig.lla. Regional Dow at S,OOO yrs B.P.: homogeneous model A. 
Isopleths indicate remaining old water at IS%, SO%, and 8S% of 
total fluid volume (from left to right). Reference Yelocity vector is 
s X to-• m/s. 
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Fig. 12. Regional Dow at present time (0 yr B.P.): homogeneous 
model B. Isopleths indicate remaining old water at 1S%, SO%, 
and 8S% of total fluid volume (from left to right). Reference 
Yeloc:ity vector is S X 10-10 m/s. 
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Fig. 1<4. Regional Dow at present time (0 yr B.P.): homoce~~eous 
model A with constant fluid density .Isopleths (left to right, 1S%. 
SO%, and 8S%) indicate volume of remaining old water. Refer
ence velocity vector is S X to-• m/s. 
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Fig.llb. Regional Dow at present time (0 yr B.P.): homogeneous 
model A. lsopletbs indicate remaining old water at 1S%, SO%, 
and 8S% of total fluid Yolume (from left to right). Reference 
nlocity nctor isS X 10'' m/s. 
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Fi&.13. Regional Dow at present (0 yr B.P.): homogeneous model 
A with depth of .C km. Only upper half of section is shown. 
lsopleths indicate remaining old water Yolume (left-right, 15%, 
SO%. and 8S%). Reference velocity Yector isS X to-• m/s. 
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Fig.t6a. Regional flow at tO,OOO yrs A.P.: homogeneous model 
A with stationary coast. lsopleths (left to ript, 15%, SO%, and 
IS%) indicate volume of remaining old water. Reference velocity 
vector is 5 X to·• m/s. 
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Fig. t6c. Regional flow at 40,000 yrs A.P.: homogeneous model 
A with stationary coast. Isopleths (left to right, IS%, SO%, and 
IS%) indicate volume of remaining old water. Reference velocity 
vector isS X to·• m/s. 
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Fig. 17. Rqional flow at present time (0 yr B.P.): homogeneous 
model A with shallow layer (Fi""e &a). lsopletbs (left to richt. 
t5%, 50%, and 85%) indicate volume of remaiuiag old water. 
Reference velocity vector is 5 X to·7 m/s. 
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Fig. 16b. Regional flow at 20,000 yrs A.P.: homogeneous model 
A with stationary coast. lsopleths (left to ript, tS%, 50%, and 
IS%) indicate volume of remaining old water. Reference velocity 
vector is 5 X 1o·• m/s. 
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Fig.t6d. Regional Dow at 110,000 yrs A.P.: homogeneous model 
A with stationary coast. Isopleths (left to right, t5%, SO%, and 
15%) indicate volume of remaining old water. Reference velocity 
vector is 5 X to·~ m/s. 
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Fig. 18. Rqional Dow at present time (0 yr B.P.): homogeneous 
model A with deep layer (Figure 8b ).lsopletbs (left to ricflt, t5%, 
SO%, and 85%) indicate volume or remaining old water. Refer
eace velocity vector is 5 X 10·7 m/s. 
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Fig. 19. Regional flow at present time (0 yr B.P.): homogeneous Fig. 20. Regional flow at present time (0 yr B.P.): homogeneous 
model B with two shallow layers (Figure lc). Isopleths (left to model B with two deep layers (Fizure Sd).lsopleths ( leftto right, 
right. 15%, 50%, and 85%) indiate volume of remaining old 15%. 50%, and 85%) indicate volume of remaining old water. 
water. Reference velocity vector is 5 X 10·7 m/s. ' Reference velocity vector is 5 X to-' m/s. 
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Fie. 21a. Regional flow at 5,000 yrs B.P.: bomoceneous model B 
with two layers and block laultine (Fieure 9). Isopleths (left to 
richt, 15%, 50%, and 85%) indicate volume of remainine old 
water. Reference velocity vector is 5 X 10-7 m/s. 
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Fie. 2la. Regional flow at 5,000 yrs B.P.: fabric: with intersecting 
continuous fracture zones (Figure 10). Isopleths (left to right, 
15%,50%, and 85%) show volume olremaininc old water. Refer
ence velocity vector is 5 X 10"7 m/s. 
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Fie. 23. Recional flow at present (0 yr B.P.): intersectine fracture 
zone fabric (Figure 10) (block conductivity, 10..., m/s).Old water 
volume isopleths (left to right, 15%, 50%, and 15%). Reference 
velocity, 5 X 10"7 m/s. 
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Fie. 21 b. Recional flow at present time (0 yr B.P.): homoeeneous 
model B with two layers and block laultine (Fieure 9). Isopleths 
(left to riebt, 15%. 50%. and 15%) show volume of old water. 
Reference velocity Yector is 5 X 10·7 m/s. 
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Fie. 22b. RqionaJ flow at present (0 yr B.P.J: intersectine frac
ture zone fabric: (block c:ooduc:tivity, 10"1 m/s). Old wate~ 
volume isopleths (left to ript, 15%, 50%, and 85%). Reference 
velocity, 5 X 10"7 m/s. 
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Fic.l4. RecionaJ flow at present (0 yr B.P.): intersecting fracture 
zone Iabrie: (Fieure 10) (block conductivity, to·• m/s).Old water 
Yolume isopleths (left to richt, 15%, 50%. and 15%). Reference 
velocity, 5 X 10"7 m/s. 
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Fir;.lS. Rqional now at present time (0 yr B.P.): homoceneous 
modei A with surface relief of lS m. lsopleths (left to richt. 15%, 
50%, and 85%) indicate volume of remaininc old water. Refer
ence loc-velocity vector is 5 X 10-7 m/s. 
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Fig.l7L Regional Dow at 5,000 yrs B.P.: bomoceneous model A 
with 50 m ridge. lsopletbs (left to richt. 15%, 50%, md 15%) 
indicate volume of remaining old water. Reference velocity vec
tor is 5 X 1o·• m/s. 
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Fie. Ui. Regional now at present time (0 yr B.P.): homoceneous 
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50%, and 85%) indicate volume of remaining old water. Refer
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Fie. 32. Reeional flow at present time (0 yr B.P.): intersecting 
fracture zones. depth-dependent conductivity (porosity 10-1 

). 

Old water volume isopleths (left to right, 15%, SO%, and 85%). 
Reference Jog-velocity, 5 X 10'7 m/s. . 
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Fie. 33. Reeional flow at present time (0 yr B.P.): intersecting 
fracture zones. depth-dependent conductivity (porosity 10-•). 
Old water volume isopleths (left to rieht, 15%, 50%, and 85%). 
Reference Jog-velocity, 5 X 10 ... m/s. 
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TRACER TESTS 

IN FRACTURED ROCKS 
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STRIPA SCV (SITE CHARACTERIZATION AND VAL~DATION) 

TRACER EXPERIMENTS 

(SKB Stripa Project TR 92-46, 1993) 

The ist Radar/Saline Tracer Test at the Stripa SCV site consisted of injec

tion into the H zone where it intersects borehole C, and tracer collection in 
. ' \ - ... --.. t 

the D holes prior to excavation of ·the Validation Drift. After constructing 

the 50 n1 drift, a 2nd Radar/Saline Tracer Test was conducted in a sin1ilar 

manner, but this tin1e tracer was collected in the drift. An additional 

Tracer Migration Experiment was conducted by injecting dye and a metal 

con1plex into the rock (mainly the H zone, but also the surrounding rock)' at 

various distances from the drift, and collecting it upon arrival in the drift. 

Water inflow rate into the drift was only 10 - 15 % of what it had been into 

the corresponding 50 m of D holes prior to drift excavation, in1plying a 

major reduction in permeability around the opening. This brought 

about a decrease in tracer recovery to less than half its previous value, and 

an increase in breakthrough tin1e by n1any hours (Fig. 24-13). As shown 

below, differential tomogran1s in the H zone showed · a significant redirec

tion of the tracer in the· vicinity of the drift to nearby n1inor fracture 

zones. 
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Fig. 24-14 shows the layout of the concluding Tracer Migration Experi~ { ') 

ment and typical results. Fig. 24-18 compares predictions of breakthrough 

concentration and arrival times obtained with several different types of 

models, calibrated against . the earlier experiments, including both saline/radar 

tracer tests. It is clear that predictions of arrival .time obtained by means 
•f 

of a simple EPM model compare favorably with those . ~ rendered by 

much more complex fracture network models. 

Indeed, the cited summary report lists among the significant achievements of 

the SCV project (p. 190) a "demonstration of the applicability of the 

~quivalent porous media (EPM) ap~roach for simulating groundwater ( ) 

low and transport. The EPM modeiling approach was used to simulate 

~roundwater flow and transport in hydrogeologic models of the Stripa 

1rea, the Stripa mine and a portion of the mine containing the SCV 

;ite. These models represented volumes of rock ranging from about 

300 x 109 m' to some 5 x 106 m'. The calculations of groundwater 

nflow to the mine agreed quite well with the measured pumping rate 

.vhen the models for the Stripa area and Stripa mine were used ... The 

>redictions of groundwater flow and transport within the SCV site ... 

Llso were reasonably good, considering the relatively coarse discretiza-

ion of the rock mass as compared to the dimensions of the Validation 

)rift." 
) 
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SUMMARY AND CONCLUSIONS 

The objective of this experiment was to map tracer 
tr~sport in fractured crystalline rock through a 
combination of radar difference tomography and 
measurements of tracer concentration in boreholes and 
the Validation Drift. The radar tomography measurements 
were repeated a number of times to get data on tracer · 
distribution as a function of time. The experiment was 
performed twice, first the D-boreholes were used as a 
sink and then they were replaced by the Validation 
Drift and .the .experiment repeated. In both experime~ts 
saline tracer ·(200 ml/min, 2\ salinity) was injected 

) I!- 1 into fracture ·zone H about 25m from the Va idation 
Drift. 

Radar tomography was made in three borehole sections 
surrounding the injection borehole (Wl-CS , Cl-CS, and 
Wl-CS). The three tomographic planes outline the sides 
of a tilted pyramid. In the first experiment the radar 
measurements were repeated 7 times and in -the second 
experiment 3 times. The radar tomograms showed the 
concentration of tracer in the three planes. As 
measurements were repeated several times the spreading 
of tracer from the injection point could be monitored 
as a function of time. ~ 

The saline tracer caused only minor increases in radar 
attenuation. This caused data to be close to the noise 
-level. Application of comprehensive data quality checks 
and data correction procedures resulted in difference 

"tomograms which have to be considered to properly 
represent the tracer distribution in the rock mass. The 
tomograms exhibit a consistent evolution of the 
anomalies with time and the agreement between different 
sections at the boreholes is good. · 

Tracer concentrations were monitored in plastic sheets 
in the Validation drift and in borehole sections. In 
boreholes Tl and T2 tracer concentration was 
continuously monitored while the borehole sections were 
k .. ept at ambient pressure. Leakage_ between plastic · 
sheets in the Validation Drift caused some problems in 
interpretation of the data but corrections could be 
made to make the tracer data representative of the 
actual inflow locations in the drift. 

The inflow 'to the Validation Drift was approximately 
1/8 of the inflow to the corresponding part of the D
boreholes. This is possibly due to stress 
redistribution due to excavation and/or release of gas 
in the fractures and consequently two-phase flow 
conditions in the vicinity of the drift. A satisfactory 
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explanation for the physical processes behind the flow 
reduction has been outside the scope of this project. 

The flow system is basically controlled by the relative 
strength of sources and sinks within the experimental 
volume. The observed travel times to the Validation 
Drift are roughly 3 times longer than the corresponding 
travel times to the D-boreholes during phase 1 of the 
first experiment (D-holes held at pressure of 165 m). 
The corresponding inflow rates were 335 ml/min and 98 
ml/min during the first and second experiments, 
respectively while the injection rate was approximately . 
the same. The actual driving force of the flow is well 
represented by the flow rates. This observation is 
consistent with potential theory and Darcian flow. 

The experiment revealed · an inhomogeneous transmissivity 
distribution in Zone H. A significant portion of the 
tracer is transported upwards along Zone H and ~owards 
boreholes Tl, T2, and Wl. This is particularly evident 
in the second experiment when the source is stronger 
than the sink and radial type flow is predominant. 

The breakthrough data from both the first and the 
second experiment indicates that there are two major 
transport paths from borehole C2 to the D-· 
boreholes/Validation Drift. One to the bottom of the 
drift which carries the bulk of the mass and one to the 

· crown of the drift. The transport path to the crown of 
the drift is fastest and high concentr~tion are 
observed ( C/Cg•O. 85 in the second experiment) while the 
path to the bottom is slower and significantly diluted 
( C/Cg•O. 25 ) • The same general geometric distribution of 
tracer concentration and arrival times was observed in 
the D-boreholes during the first experiment. However, 
in . the first experiment a larger portion of the tracer 
mass was transported through the faster path. 

The tracer recovered in the Validation Drift can 
essentially be attributed to two fractures intersecting 
the drift. Some tracer was also observed up to 8 m from 
Zone H in the Validation Drift. This transport takes 
place along subhorizontal fractures which intersect 
Zone H a few meters above the drift. At these locations 
tracer arrivals are late and concentrations are low. 

The observed instantaneous recovery, 52% after phase 1 
of the first experiment and 20% after the second 
experiment, is in reasonable agreement with the 
observed flow rates and the two-dimensional flow 
modelling made. 

The radar difference tomograms show that some tracer is 
lost through Zone S which intersects Zone H and is 
nearly perpendicular to it. The intersection between 
the two zones seems to constitute a preferred flow 
path. 
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The data collected in this experiment have been used to 
construct conceptual models of the flow paths during 
the first and second experiments. In the construction 
of these models the combined evaluation of breakthrough 
data and the radar difference toaaograms have been 
essential. The combined analysis have clearly given a 
better understanding of the flow system than would have 
been possible otherwise. 

The breakthrough data and the radar difference 
tomograms have also been used to estimate flow 
porosity. The est~ates obtained are of the same order, 
approximately 1o·•. · 
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Figure 2.1 

ZaneH 

· krter&ection of zone H 
with 1he v .&dation Drift 

Generalized geometry Qf the Radar/Saline 
Tracer Experiment. Saline tracer was injected 
in borehole C2 where it intersects zone H. 
Radar tomography has been made in the Wl-CS, 
CS-Cl, and Wl-Cl planes. 
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Figure 2.2 
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Plan view of features contained in the 
conceptual model of the SCV-site. The map 
shows the location of the features at the 385 
m level. 
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50m 

Approximate shape of the Validation Drift 
after excavation and division of perimeter 
into grid cells. Cells numbered 1, 2, 3, 8, 
and 9 are covered with plastic sheets. 
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Figure 4.5.1 
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Relative location of the boreholes 
intersecting Zone H. Saline tracer was 
injected in borehole C2. The lines indicate 
the intersection of the tomographic planes 
with Zone H. 
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-Figure 5.22 Model simulation of the second Radar/Saline 
Tracer Experiment with leakage from C4 (Case 
5) • 5 m between isopotentials. 
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Conceptual model of saline tracer transport 
within Zone H based on radar difference 
tomography and breakthrough data. The boxes 
indicate where tracer is observed and the 
grey shades indicate when it is first 
observed. 
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Conceptual model of saline tracer transport 
within Zone H during the first Radar/Saline 
Tracer Experiment. 
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Composite of difference tomograms showing the 
distribution of tracer in the first Radar/ 
Saline Tracer Experiment approximately 290 
hours after start of ·injection. 
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Composite of difference tomograms showing the 
distribution of tracer in the second Radar/ 
Saline Tracer Experiment approx~ately 330 
hours after start of injection. 
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piSCUSSION AND CONCLUSIONS 

EXPERIMENTAL METHOD 

In this experiment tracer transport in fractured 
crystalline rock has been mapped through a combination 
of radar difference tomography and measurements of 
tracer concentration ~ boreholes and the Validation 
Drift. The radar tomography measurements were repeated 
a number of times to get data on tracer distribution as 
a function of time. The experiment was performed twice~ 
first the D-boreholes were used as a sink and then they 
were replaced by the Validation Drift and the 
experiment repeated. This has given considerable 
experience with respect to the experimental techniques 
applied. 

Radar difference tomography 

The basis for use of radar difference tomography to map 
tracer transport is that the tracer has a conductivity 
which is significantly different from that of natural 
groundwater at the site to be ~vestigated. In the 
experiments of this type performed so far the tracer 
has been a salt solution with a salinity in the range 
0.5-2%. In this experiment a sal~ty of 2% was used 
which implies that the tracer conductivity is 
approximately 50 times larger than that of natural 
groundwater at the S~ipa Mine. At sites with high 
groundwater salinity (conductivity) radar difference 
tomography could be used if fresh water (low 
conductivity) were used as a tracer. 

In this experiment the saline tracer has caused only 
minor increases in radar attenuation and consequently 
also in the measured radar amplitudes. The small ·· 
differences ~ radar amplitudes between the reference 
measurement and the repeat measurements have been close 

~ 

to the noise level result~g ~ problems during the 
analysis of the data. New procedures had to be 
developed to correct for small long term drifts in 
receiver gain. Partly noisy data required careful and 
hence time consuming checks of data and a number of 
tomographic inversion with different parameters. 
Generally, the result of these efforts was satisfactory 
and consistent tomogr~ could be produced for most 
sections and measuremeht rounds. 

The reliability of the tomographic images have been 
checked by examining the agreement between tomographic 
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:images at the boreholes. Gener~lly, the agreement 
between adjacent sections at the boreholes is 
satisfactory. The difference tomograms have shown a 
consistent evolution of anomalies with time, i.e. ·the 
size and the magnitude of the anomalies have increased 
with time as can be expected from saline tracer 
spreading from an ~jection po~t. 'l'hese observations 
together with observed tracer breakthroughs in 
boreholes '1'1 and '1'2 have been considered to imply that 
increases ~ radar attenuation observed in the 
tomograms correspond to presence of tracer ~ the rock 
mass. Even though the difference tomograms generally 
reflect the presence . of saline tracer artifacts (false 
anomalies) sometimes occur, mostly ~ · locations where 
the angular coverage of rays is poor. 

Due to differences ~ noise levels between the first 
and second experiments different tomographic ~version 
parameters had to be used. 'l'he larger magnitude of the 
damping constant used in inversion of data from the 
second experiment has resulted ~ relatively speaking 
smaller anomalies for the same concentration of tracer 
compared to ·the first experiment. Considering the 
effects of the damping constant and the receiver gain 
drift corrections the tomographic values on radar 
attenuation should only be considered as semi
quantitative. The noise level in the resulting 
tomograms is estimated to approximately 1:5 dB/Jan and 
anomalies or differences between tomograms smaller than 
this value should normally not be considered 
significant. 

It should be noted that since these experiments were 
made improvements have been made in the design of the 
RAMAC system. Thus, better signal to noise ratios 
should be possible in future experiments. 

Within the project a closer study has been made of the 
BHS formula derived by Sen, Scala, and Cohen, 1981, 
which describes the relation between pore fluid 
conductivity, porosity, and the electrical properties 
of rock. It has been found that in the frequency and 
porosity range of interest radar attenuation is 
approximately proportional to pore fluid conduct! vi ty 
and porosity. Under some simplifying conditions the 
relative increase in radar attenuation may be used to 

.. estimate flow porosity. Further research is needed to 
more firmly establish the relationships between radar 
attenuation, pore fluid conductivity, and porosity and 
hence provide a firmer base for obtaining flow porosity 
data. 

The radar difference tomography measurements performed 
so far (Niva, Olsson, and BlOmling, 1988, Andersson, 
Andersson, Gustafsson, and Olsson, 1989, Olsson, 
Andersson, Gustafsson, 1991) have given some experience 
with respect to what salinity to use for the tracer. In 
these experiments salinities in the range 0.5-2% have 
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been used. The salinities used have been low as radar 
attenuation is approximately proportional to pore fluid 
conductivity and there has been some concern that . too 
large increases in radar attenuation would cause 
complete extinction of the radar signal. Generally, 
very small increases in radar attenuation have been 
observed in spite. of conductivity contrasts between 
tracer and groundwater in the range 20-100 • The reason 
for the ve;y ,. low increases. in radar attenuation 
observed must be the very low flow porosities (on the 
order of 10~). Hence, if low flow porosities are 
expected salinities of 2-3• are appropriate but if 
larger flow porosities_ ere expected the salinity of the 
tracer should be reduced accordingly. 

Radar difft;U"ence tomography. is the only available · 
technique which gives geometric information on· tracer 
flow -paths between the few observations points provided 
by boreholes and drifts. By repeating the radar 
measurements at regular intervals the technique 
provides data on the evolution of the flow system with 
time and transport velocities. Moreover, the radar 
technique is nondestructive end the measurements can be 
repeated under .~ifferent boundary condi~ions as was 
done in this case. 

The borehole configuration used in this experiment was 
not ideal. Radar measurements were made in three 
boreholes located to outline the si4es of a tilted 
pyrami.d. Both the source and the sink were located 
inside the pyramid and it was not clear at the onset of 
the experiment if any tracer would pass the tomography 
planes. However; the relatively high injection rate 
caused significant spreading of the tracer and it was 
observed on the tomography planes. In this case, as in 
most cases, the borehole configuration was subject to 
economical and practical constraints. One practical 
constraint of significance was that a borehole should 
be available where it was possible to inject sufficient 
amounts ·of tracer. As wa$ experienced during the 
preparations of . this experiment such a borehole is not 
found by arbitrarily drilling a borehole through a 
fracture zone. Furthermore, boreholes had to be drilled 
from existing drifts. 

' A better description of the transport paths can of 
course be obtained if more tomographic sections ere 
measured. With a large number ·of sections it would be 
possible to obtain a true three-dimensional description 
of the flow paths. However, such an experiment would be 
relatively costly and time consuming. 

Tracer in1ection and monitoring 

The relatively high injection rates (200 ml/min) of 
saline tracer caused a pressure buildup at the 
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~njection point. This caused several packer failures 
and the injection rate had to be reduced after some 
time. A varying injection rate makes data 
interpretation somewhat complex. The pressure buildup 
~s most likely due to clogging at the injection point 
caused by the high salinity and oxygen content of the 
injected water. 

Another technical problem encountered during the second 
experiment was the leakage between the sheets in the 
Validation Drift. Estimates of the leakage were made 
and used in corrections of the data to make tracer 
breakthrough parameters representative of the actual 
location. After the completion of the Radar /Saline 
Tracer Experiment the leakage between the sheets was 
stopped by installing steel plates in 30 em deep slits 
sawed into ·the rock. . 

During the second experiment tracer concentration was 
monitored in sections of boreholes Tl and T2 at ambient 
pressure. Tracer concentration was monitored by an 
electrical conductivity sensor in a pressurized flow 
circuit including the borehole section where water was 
circulated. The applied technique was successful and 
good data on tracer concentration were ·obtained. To 
properly analyze the data information on flow rate 
through the borehole section is required. Such data can 
be obtained by injecting a small amount of tracer in 
the section and measuring the decay in tracer 
concentration as a function of time;. The performance of 
such a measurement was outside the scope of the current 
experiment. 

During the second experiment tracer transport times 
were considerably longer than expected. Hence, the data 
collection period was somewhat too short and a large 
portion of the tracer breakthrough curves never reached 
steady state. 

. 
The injection rates and salinity of the tracer used for 
this experiment satisfied the requirements, i.e. 
measurable reductions in radar attenuation were 
obtained. 

A plastic casing with external packers had been 
, specially designed for this experiment. The purpose of 

the casing was to prevent flow of tracer and 
groundwater along the boreholes while allowing radar 
measurements to be carried out in the boreholes. The 
plastic casing effectively fulfilled its purpose. A 
plastic casing with external packers is relatively 
costly but it has the advantage that it allows reuse of 
the boreholes for other purposes. (Actually, the 
plastic casing was later modified to facilitate head 
measurements along the boreholes.) If the boreholes do 
not need to be reused a cheaper solution would be to 
use a simple plastic casing and grout it in place. 
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TRACER TRANSPORT THROUGH ROCK 

One of the -major observations during this exper1ment 
was the large reduction in inflow to the Validation 
Drift which was approx1mately 1/8 of the inflow to the 
corresponding part of the D-boreholes. The large 
permeability reduction or skin associated with the 
Validation Drift is possibly due to stress 
redistribution due to excavation and/or release of gas . 
in the fractures and consequently two-phase flow 
conditions in the vicinity of the drift. ·Gas bubbles 
have been observed during the first exper1ment to the 
D-boreholes in tubing and sampling equipment. The gas 
release was considered to be the cause of the observed 
inflow redistributions between the D-boreholes at low 
pressures. Such redistributions were also observed 
during the SDE-experiment (Holmes, Abbot, Brightman, 
1990). 

Calculations by Long, ·Mauldon, Nelson, Fuller, Martel, 
and Karasaki (1991) indicate that a nitrogen content of 
3 t by volume in the groundwater would be sufficient to 
fill the fractures to a depth of several centimeters 
within a few hours. Such volumes of g~s, constantly 
replenished, could create significant two-phase flow 
effects and consequent large reductions in permeability 
near the drift wall. There is significant 
circumstantial evidence that gas relea~e could be a 
major cause for the skin effect around 'the Validation 

· Drift. However, this has to be verified through 
additional experimentation. 

The modelling of the flow system made within the 
project shows that the flow system basically, is 
controlled by the relative strength of sources and 
sinks within the experimental volume. The observed 
travel times to the Validation Drift are approx1mately 
3 times longer than the corresponding travel times to 
the D-boreholes during phase 1 of the first experiment 
(D-holes held at pressure of 165 m). The corresponding 
inflow rates were 335 ml/min and 98 ml/mi.n during the 
first and second experiments, respectivel.y whi1e the~ 
injection rate was approximately the same. ifhe bead 
difference driving the flow during .the second 
ellperiment was about 340 m while it in the first 
experiment was only about 65 m. Hence, the actual 
driving force of the flow is well represented by the 
flow rates while the head boundary conditions give a 
false impression of the flow field due to the large 
skin at the injection point and the Validation Drift 
during the second experiment. This observation is 
consistent with poten~ial theory and Darcian flow. 

The experiment revealed an inhomogeneous transmissivity 
distribution in Zone H. A significant portion of the 
tracer is transported upwards along Zone H and towards 
boreholes Tl, T2, and Wl. This is particularly evident 
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in the second experiment when the source is stronger 
than the sink and radial type flow is predominant. 
Evidence of transport in this direction is provided by 
the radar tomograms and tracer breakthroughs in 
boreholes Tl and T2. The observed instantaneous 
recovery, 52\ after phase 1 of the first experiment and 
20\ after the second experiment, is in reasonable 
agreement with the two-dimensional flow modelling made. 
The modelling also showed that the natural gradient is 
significant for the flow field. 

The breakthrough data from both the first and the 
second experiment indicate that there are two major 
transport paths from borehole C2 to the D
boreholes/Validation Drift. One to the bottom of the 
drift which carries the bulk of the mass end one to the 
crown of -the drift. , The transport path to the crown of 
the drift is· fastest and high concentrations are 
observed ( C/Co•O. 85 in the second experiment) while the 
path to the bottom is slower and significantly diluted 
( C/Co•O. 25). The same general geometric distribution of 
tracer concentration and arrival times was observed U1 
the D-boreholes during the first experiment. However, 
in the first experiment a larger portion of the tracer 
mass was transported through the faster path. 

The tracer recovered in the Validation Drift can 
essentially be attributed to two fractures intersecting 
the drift. Some tracer was also observed up to 8 m from 
Zone H in the Validation Drift. This.transport takes 
place along subhorizontal fractures which intersect 
Zone H a few meters above the drift. At these locations 
tracer arrivals are late and concentrations are low. 

The radar difference tomograms show that some tracer is 
lost through Zone S which intersects Zone H and is 
nearly perpendicular to it. The intersection between 
the two zones seems to constitute a preferred flow . 
path. Even if there are preferred flow paths at 
fracture zone intersections and the transmissivity 
distribution in Zone H has been found to ·be 
inhomogeneous there is no evidence in the radar data on 
excessive channeling. Results obtained in this 
experiment are similar to what was obtained at the 
Cross-hole Site (Andersson, Andersson, Gustafsson, 
Olsson, 1989) arid in both cases the radar tomograms 

-indicate that the tracer distribution within the 
fracture zone is relatively homogenous. However, before 
using this data to quantify channeling within fracture 
zones the limited resolution of the radar data should 
be acknowledged. Further work in this area would be of 
value. 

The data collected in this experiment have been used to 
construct conceptual models of the flow paths during 
the first and second experiments. In the construction 
of these models the combined evaluation of breakthrough 
data and the radar difference tomograms have been 
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essential. The combined analysis have clearly given a 
better understanding of the flow system than would have 
been possible otherwise. -

The breakthrough data .and the radar difference 
tomograms have also been used to estimate flow 
porosity. The estimates obtained are of the • same order, 
approximately 10~. However, it should be recognized 
that flow porosity is not an intrinsic property of rock 
like for example hydraulic conductivity. It i.s rather a 
descriptive parameter which depends on the boundary 
conditions controlling .the flow. In addition, when 
tracer i.s transported through a fracture it wil.l. become 
dil.uted and dilution is not explicitly included in the 
concept of flow porosity. 

The large reduction in inflow observed in 'the 
Validation Drift raises some serious questions to the 
useful.·ness of experiments and observations i.n drifts 
for characterization of groundwater fl.ow through rock. 
For example if drift i.nflows are used to estimate 
hydraulic conductivity estimates are likely to be low 
by a factor of 10 or so, the actual number not being 
known. The flow di.stribution into the drift is also 
likely to be affected by excavation damage, stress 
redistribution, and two-phase flow effects. This makes 
it difficult to quantify parameters related to the flow 
distribution such as channeling. 

In our opinion tracer experiments to a set of boreholes 
have several. advantages compared to drifts. ~erall.y, 
boreholes provide well. defined boundary conditions and 
the pressure in a borehole or set of boreholes can be 
control.l.ed. Hence, stress effects are insigni.ficant and 
two-phase fl.ow effects can be controll.ed. Tracer 
monitoring can al.so be made in borehole sections at 
ambient pressure whi.ch implies that tracer passage 
between source and sink can be measured. Generally, 

~ 

well. defined and wel.l. understood boundary conditions 
are essential for validation of groundwater fl.ow and 
transport model.s. An experiment where fl. ow and 
transport to a water fil.led drift is measured is needed 
to quantify . the relative importance of stress and two
phase fl.ow effects. 

I . 
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The following figures illustrate the layout and some results of the 1st and 

2n saline/radar tracer SCV tests at Stripa. They also describe the fracture 

network n1odelirig approach applied by Golder to the second test. Most fig

ures are from Dershowitz et a!. (SK.B Stripa Project TR 91-23, 1991) . 
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Table 4-1. Saline Injection Radar Experiment U 

Experimental Conditions Modelling Assumptions 
'' • (after Olsson d Ill. 1991) 

Injection Interval Borehole C2, 55 to iO meters. Borehole C2, 55 to iO meters 
Remainder of borehole Remainder of borehole 
sealed. divided into 5 intervals, each 

,.,, , ,, with 0 net flax 

Injection Flow Rate 0 to 315 hours: 0.198 Vmin 0 to 1000 hours: 0.198 Vmin 
315 to 596 hours: 0.149 Vmin 
596 to 630 hours: 0.125 Vmin 

Tracer Concentration 12100 ppm Br (2% as KBr} 2000 to 6000 particles 

SCV Site Geometry All SCV boreholes installed, Same, as described in 
validation drift monitored ~ Dershowitz d Ill. (1991) 
with collection sheets and 
sumps, D boreholes open 

Fracture Geometry and N/A See Tables 2-4 and 2-5, 
Hydraulic Properties Dershowitz d Ill. (1991} 

Fracture Transport Properties N/A Transport aperture . 
«t c 2.674xl<r3-fll3 
«L == 03 m 
«y == 0.1 m 

Validation Drift Realizations Validation Drift Flux 43 (Qdrift=0.104} 2D74 . 
Qdrift == 0.1 Vmin Particles 

36 (Qdrift=0.129) 5400 
Particles 
41 (Qdrift=0.107 Vm) 2242 , Particles 

I . 
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Table 4-3 Sunmwy of Saline Injection ~dar U Comparison. to Measurements 

Prediction Parameter Prediction Measurement 

T-1 Breakthrough to ~ 30 to 150 hours 60 to 70 hours 
Drift 

t.., 100 to 150 hours m to 150 hours 

C/Ct 0.3 to 0.4 .36 to 0.40 

T-2 Breakthrough to n Borehole fs•100 to over 1000 fs•200 hours 
n and T2 boreholes hours ~-over 600 

~- over 1(XX) CIC. • 0.07 
hours 
CJC. -o to 03 

T2 Borehole fs•100 t over 1()()() fs•4SO hours 
hours ~-over 1000 
t, • over 1(XX) C/C.- 0.01 
hours 
CJC,. -o to 0.03 

T-3,T-4,T-S ts- 20 to sso t,•SO to 500 hours 
Breakthrough to Grid hours where t,•96 to 800 hours 
Elements measurable C/C.,-0.13 to 0.84 

t, - 200 to 500 
hours where 

. 
measurable 
C'C. - 0.01 to 1 
where measurable 

T-0 FJgUreS 4-lS. to 4-17 
Simulated Tomogram , 
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:rhinly laminated and argillaceous dolomite; no vugs 
and few fractures. · 

Unit 2 - Thinly laminated and thinly bedded, microcrystalline, 
argillaceous dolomite; few vugs; most fractures gypsum 
filled. 

Unit 3a- Laminated to thinly bedded dolomite; abundant vugs; 
extensive subvertical to yertical fracturing; about half of 
fractures gypsum filled and rest are open; fractures 
interconnect all vugs. 

Unit 3b- Laminated dolomite; abundant vugs that decrease in size 
downward; extensive subvertical facturing between vugs. 

Unit 3c- Thinly laminated to very thinly bedded dolomite; less 
abundant fracturing and vugs. 

Unit 4 - Locally brecciated dolomite with undulations. 

Figure 2-10. Schematic diagram of the map units in the Culebra dolomite in the Air-Intake 
~~ . 
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vergent and recirculation tests with conservative tracers have been 

conducted at "hydropads" H-2, H-3, H-4, H-6, H-11 in the fractured Cule

bra dolomite at the WIPP site near Carlsbad, New Mexico. Thes tests span 

horizontal scales of 20 - 40 m. 

Tests at H-2 and H-4 required 74 - 316 days to breakthrough. Both the 

hydraulic and tracer tests at tliese pads suggested matrix-dominated, single

porosity behavior. The data were consid~red unsuitable for quantitative in

terpretation. 

T Ac;ts · at H-3, H-6, H-11 suggested fracture-dominated, dual-porosity . 
H-3 and H-11 required 1 - 21 hours to breakthrough. These 

two pads are located SE of the WIPP site, along a suspected high -transmis

sivity pathway from the site. 
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Figure 1-1. Location of the Waste Isolation Pilot Plant (WIPP) site in southeastern New 
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SLUG CONVERGENT-FLOW TRACER TESTS AT H-3, H-6, H-11 

. 
These tests \Vere analyzed with the SWIFT II model. The system \vas ideal- · 

ized as three orthogonal fracture sets, each having a constant spacing, with 

porous n1atrix blocks in between. Input parameters (based on field and lab 

data, as well as subjective judgement) included effective thickness, well loca

t ions, pumping rate, a free water diffusion coefficient, longitudinal dispersiv

ity, and matrix porosity. Two types of dual porosity models were en1p

loyed: 

I . Transn1issivity is uniform and isotropic; fracture spacing varies with 

direction (the "heterogeneous" model), causing a directional matrix diffu-

effect. 
. . 

2. Fracture spac1ng is uniform, transmissivity varies with direction (the 

"anisotropic" model). 
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I 1-----

Tracer-Addition Well 

. 
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t-

t---

t---

Figure 3-1. Schematic of various conceptualizations for analysis of convergent-flow or two
well recirculating tracer tests, (a) single-porosity porous medium, (b) single
porosity fracture only. 



(c) Multiple-permeability, single-porosity porous medium 

Pumping Well Tracer-Addition Well 
--------~ ~------------------------------~ 

(d) Multiple-permeability, single-porosity fracture only 

I I I I I 

Figure 3-1. 
(cont'd) 

-

!'----

I 1---- I I I I I I I I I I I I J 1 _lj 

Schematic of various conceptualizations for analysis of convergent-flow or two
well recirculating tracer tests, (c) multiple-permeability, single-porosity porous 
medium, (d) multiple-permeability, single-porosity fracture only. 
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(e) Double-porosity porous medium 

Pumping Well Tracer-Addition Well 
--------~ --------------------------------, 

(f) Multiple-permeability, dotJble-porosity porous medium 
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. . · ... ·.:. . ·.· . ·. · . 
. . .. .. . . . 
. . . .. . . . 

...... . . ·.·.· ·. -:. .: 
·:FH·.· :: J: -·:. J. :.· . 

Figure 3-1. 
(cant' d) 

Schematic of various conceptualizations for analysis of convergent-flow or two
well recirculating tracer tests, (e) double-porosity porous medium, (f) 
multiple-permeability, double-porosity porous medium. · 
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REFERENCES: 
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[2) Neuman et al. {1984) 
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Figure 5-5. Reported anisotropy at the WIPP site. 
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The following figures show results from the H-3 test. .. It was not possible ( .) 

to differentiate between the two models; both gave equally good fits to the . . 
data. 

The following additional parameters are used below: 

Storage enhancement ratio · 

" _ ¢frac + ¢n1atrix 
- ¢frac 

Characteristic matrix diffusion time (required for concentration at the ( 
. . 

block center to reach 68% of its value in the surounding fracutures) 

/2 tn - --:-.:::::---- 4rDn1 

where I = block length. 



\ __ ) 

PFB Tracer
Addition Well 

H-3b2 

~ 
0 ..... 
z 
E 
co 
<6 
C\J 

H-3b3 
Pumping Well 

Scale 

5m 

NOTE: The borehole-deviation survey did not extend to the 
center of the Culebra dolomite in boreholes H-3b2 and H-3b3. 

m-TFMB Tracer
Addition Well 

Figure 7-1. Plan view of the wells at the H-3 hydropad showing distances between wells 
at the center of the Culebra. 
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DEPTH PERCENT 
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215 

0 50 toO 
~ 

DESCRIPTION 

Anhydrite (Tamarisk Member) 

Upper portion dense fragmented 

dolomite with hairline 

vertical fractures. 

Totally fragmented, very 

vesicular dolomite. 

Black clay wtth 
selenite-filled fracture. 

Red clay wtth bladed 
crystals of gypsum 

within the clay. 

Culebra 
Dolomite 

Figure 7-2. Results of core examination of the Culebra dolomite from borehole H-3b2 
(after Kelley and Pickens, 1986). jt11d 
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0:::0:::0 Observed m-TFMB Concentration 
~Observed PFB Concentration 
-- Simulated Concentration 

Fracture Porosity c 1.2 x 1 o-3 

Matrix Porosity = 0.20 
Oispersivity = 1.5 m 
Tortuosity = 0.15 
Well Spacing 

H-3b1 to H-3b3 = 30.66 m 
H-3b2 to H-3b3 = 26.80 m 

Effective Culebra Thickness = 7.21 m 
Pumping Rote c 0.190 L/s 
Free-Water Diffusion Coeffifien; 

m-TFMB -= 7.4 x 1Q.:~ "3'/s 
PFB = 7.2 x 10 m /s 

Matrix-Block length 
H-3b1 to H-3b3 path "" 1.230 m 
H-3b2 to H-3b3 path c 0.230 m 

15 20 25 
FIRST TRACER INJECTED (days) 

35 

Figure 7-8. Observed and best-fit simulated breakthrough curves for the H-3 convergent
flow tracer test using the heterogeneous-analysis approach. 
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Figure 7-9. Mass distribution in the fractures and matrix and mass recovered at the 
pumping well for the best-fit heterogeneous simulation of the tracer
breakthrough curves for the H-3 hydropad. 
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DEPTH PERCENT 
(m) RECOVERY 
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214 
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r-r-1 

DESCRIPTION 

Anhydrite (Tamarisk Member) 

Black/brown silty claystone 

Silty dolomite 
Whole Culebra Interval broken 
Into pieces less than 
0.3 m In length. 

Where . pieces are -preserved, 
core is very porous. 

Vugs and fractures occur both 

open and filled with 
gypsum cement. 

Black clay with 
interbedded bladed-gypsum 
crystals. 

OJiebra 

Dolomite 

Figure 7-3. Results of core examination of the Culebra dolomite from borehole H-3b3 
(after Kelley and Pickens, 1986). 
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H-3bl H-3b2 H-3b3 
PFB 

Top of Casing 
1033.47 m a.s.l. 

Top of Casing 
• 1033.28 m a.s.l. 

...._ _ _, Top of Casing 
1032.87 m a.a.l. 

16.83-<:m 00 Casing 

127-cm Injection Tubing 

6.03-Cm Tubing 

13.97-cm 00 Casing 

127-cm-lnjection Tubing 

DownholeTranlduoer 

Packer 

Submersible 
Pump --1!.-.lllir 

(Intake) 

13.97-cm 00 Casing 

Total depth 222.5 m 

Total depth 274.9 m 

Figure 7-5 

All depths measured below ground surface. 

Downhole-equipment configurations for the tracer test at the H-3 hydropad 
(after Kelley and Pickens, 1986). 
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Oispersivity -= 1 .5 m 
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Well Spacing 

H-3b 1 to H-3b3 -= 30.66 m 
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Effective Culebro Thickness -= 7.21 m 
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Matrix-Block Length 
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T. uirection '"' N57° E 
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TIME SINCE FIRST TRACER INJECTED (days) 

35 

Figure 7-10. Observed and best-fit simulated breakthrough curves for the H-3 convergent
flow tracer test using the anisotropic-analysis approach. 
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Figure 7-11. Mass distribution in the fractures and matrix and mass recovered at the 
pumping well for the best-fit anisotropic simulation of the tracer-breakthrough 
curves for the H-3 hydropad. 
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Table 7-4. Transport Parameters Used in the interpretations or tne ti-j Lonvergent-r 10w 

Tracer Test 

Parameter 

Culebra Thickness 

Well Spacings 

Free-Water Diffusion 
Coefficients 

Longitudinal Dispersivity 

Tortuosity 

M'?•r:·: Porosity · 

Fracture Porosity 

M::!~:-ix-Block Lengths 

Anisotropy Ratio 

Principal-Transmissivity 
Direction 

na means not applicable 

Heterogeneous-Analysis 
Approach 

7.2 m 

Anisotropic-Analysis 
Approach 

30.7 m H-3bl to H-3b3 
26.8 m H-3b2 to H-3b3 

7.4 x 10"10 m2/s m-1FMB 
7.2 x 10-10 m2 /s PFB 

1.5 m 

1.2 X 10"3 

1.23 m H-3b1 to H-3b3 
0.23 m H-3b2 to H-3b3 

1:1 

na 

7-23 

/P77 

0.15 

0.20 

2.0 X 10"3 

0.48 m H-3b1 to H-3b3 
0.48 m H-3b2 to H-3b3 

6:1 

N57 • E (parallel to the 
H-3b1 to H-3b3 path) 
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- Best-Fit m-TFMB Simulation (0.15) 
·-- Sensitivity to Tortuosity (0.027) 
- ·- Sensitivity to Tortuosity (0.38) 
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At:li::.M Observed PFB Concentrolion 
-- Best-Fit PFtl Simulation (0.15) 
--· Sensitivity to Tortuosity (0.027) 
- - Sensitivity to Tortuosity (0.38) 

Figure 7-12. Sensitivity to tortuosity for the H-3 convergent-flow tracer test. 
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Figure 7-13. Sensitivity to longitudinal dispersivity for the H-3 convergent-flow tracer test. 
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Figure 7-14. Sensitivity to fracture porosity for the H-3 convergent-flow tracer test. 
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Figure 7-15. Sensitivity to matrix porosity for the H-3 convergent-flow tracer test. 
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Figure 7-16. Se.nsitivity to matrix-block length for the H-3 convergent-flow tracer test. 
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-- Simulation 1 (Best-Fit Anisotropic Simulation) 
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Figure 7-17. Demonstration of different parameter combinations on independent
parameter group r ' . 
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Figure 7-20. Sensitivity to horizontal anisotropy (T;Ty) for the H-3 convergent-flow tracer 
test. 
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Figure 7-21. Sensitivity to principal Tx orientation for the H-3 convergent-flow tracer test. 
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5 converging flow tests and 2 recirculation tests were conducted at hydropad 

H-6. Of these, only the first and second converging flow tests are consi

dered reliable, and only the first was fully analyzed (following few figures 

and Table 9-4). The orientation of principal transmissivites was found to be 
-· 

the same as obtained from hydraulic tests by Gonzales· (1983) and Neuman 

et a!. (1984). However, the anisotropy ratio came out to be 3 times larger. 
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NOTE: The borehole-deviation survey did not extend to 
the center of the Culebra dolomite In borehole H-6a. 

Figure 9-1. Plan view of the wells at the H-6 hydropad showing distances between wells 
at the center of the Culebra 



----- -----------------------------------

DEPTH 
(m) 

184 

185 

186 

187 

188 

189 

190 

191 

PERCENT 
RECOVERY 

0 50 100 
rr--T 

/ 

NOTE: Depths here correspond to depths reported on the core. 

DESCRIPTION 

Anhydrite (Tamarisk Member) 

Dense dolomite with minor vugs 
and some vertical fractures 

CULEBRA 
DOLOMITE 

Figure 9-2. Results of core examination of the Culebra dolomite from borehole H-6b. 
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Figure 9-13. Observed and best-fit simulated breakthrough curves for H-6 convergent-flow 
tracer test # 1 using the heterogeneous-analysis approach. 
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Figure 9-15. Observed and best-fit simulated breakthrough curves for H-6 convergent-flow 
tracer test # 1 using the anisotropic-analysis approach. 
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Figure 11-1. Single-porosity, fracture-system simulation of the m-TFMB breakthrough 
curve at the H-3 hydropad. 
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Figure 9-11. Dovm.hole-equipment configurations for convergent-flow tracer tests #1 and 
#2 at the H-6 hydropad. 
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Figure 11-2. Single-porosity, matrix-system simulations of the m-TFMB and PFB 
breakthrough curves at the H-3 hydropad. 

11-5 

;t/73 



Table 9-4. Transport Parameters Used in the Interpretations of H-6 <:;onvergent-Flow 
Tracer Test #1 () 

Parameter 

Culebra Thickness 

Well Spacings 

Free-Water Diffusion 
Coefficients 

Longitudinal Dispersivity 

Tortuosity 

Matrix Porosity 

Fracture Porosity 

Matrix-Block Lengths 

Anisotropy Ratio 

Principal-Transmissivity 
Direction 

na means not applicable 

Heterogeneous~ Analysis 
Approach 

7.0 m 

Anisotropic-Analysis 
Approach 

29.9 m H-6b to H-6c 
29.9 m H-6a to H-6c 

7:2.x 10"10 m2/s PFB 
7.4 x 10"10 m2 /s m-TFMB 

1.5 X 10"3 

0.41 m H-6b to H-6c 
0.06 m H-6a to H-6c 

1:1 

na 

. 9-34 

1.5 m 

0.15 

0.16 

3.0 X 10"3 

0.15 m H-6b to H-6c 
0.15 m H-6b to H-6c 

7:1 

N31 • W (parallel to the 
H-6b to H-6c path) 

( ) 
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Figure 11-3. Single-porosity, fracture-system simulation of the PFB breakthrough curve at 
the H-6 hydropad. 
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Figure 11-4. Single-porosity, matrix-system simulations of the PFB and m-TFMB 
breakthrough curves at the H-6 hydropad. 
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Table 12-3. Summary of Transmissivities, Fracture Porosities, and Matrix-Block Lengths 
for the H-3, H-6, and H-11 Hydropads 

Heterogeneous Anisotropic 

Hydropad Iransmissiyity Average · 
Fracture Matrix-Block Fracture Matrix-Block 
fQIQSity l&n~b fQI:QSity . Length 

H-3 2.5 x 1~ m2/s 1.2 X 10"3 0.73 m 2.0 X 10"3 0.48 m 

H-6 35 x lo-s m2 /s 15 X 10"3 0.24 m 3.0 X 10"3 0.15 m 

H-11 3.1 x lO"s m2 /s 5.0 X 1<r 0.24 m 1.0 X 10"3 0.19 m 
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I ially converg1ng and dipole (recirculation) tracer tests have been con

ducted by the Swedish Geological Company of Uppsala in Zone 2 at the 

Finnsjon site in Sweden. The 100 m zone of granodiorite dips l6°W and 

lies 100 - 240 m below the surface. 2 m packer tests have indicated the 

presence of three su bzones. From top to bottom, their K values are of the 

order of 2 x IO-.c, 1 x 10- 4 , and 1 x 10-s m/s. Between these subzones, K 

appears to be the same as in ·the country rock. Groundwater flows toward 

ENE under a hydraulic gradient 1/350 - 1/150. The water is fresh above 

Zone 2, saline below, and mixed within the zone . 
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Radially converging test: Pun1ping took place from well BFI02 at a rate of 1 

2//s over the entire thickness of Zone 2. Tracers were injected into the 

three high-K subzones through boreholes BFIOI, KFI06, KFill. 8 stable 

and nonsorbing tracers (DTPA and EDT A complexes, fluorescent dyes, 

anions) were injected continuously over 5 - 7 weeks, 3 as pulses (Table 2.1). 

Some results are summarized in Table 2.3. 

Dipole tracer tests: Injection took place into the upper subzone via BFIOI, 

and withdrawal fron1 the same zone via BFI02. A total of 15 tracers 

(sorbing and not, radioactive and not, Table 2.2) were injected for 7 weeks, 

2into the upper section of KFill. Concentrations were sampled automati-. .. 
cally in KFIII (occasionaly also in lower sectins) and manually in KFI06. 

Heads were n1onitored daily in 9 holes. Some results are sun1n1arized 1n 

Table 2.4. 

¢ and Dn1 were determined in the lab on several cores fron1 KFI06 and 

KFill. 
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Figure 2.6 Withdrawal equipment, radially converging experiment. 



Table 2.1. Injection Intervals and Tmccrs in the radW.Ily converging test. 

Hole Interval Ttaeer Type of 
[m] Injection 

BFi01 Upper; 241.5 - 246.5 In-EDT A Continuous 
Middle; 263.5 - 266.5 Uranine Continuous 
Lower; 351.5 - 356.5 Ho-EDTA Continuous 

KFi06 Upper; 212.0- 217.0 Iodide Paise 
Middle; 236.5 - 239.5 Yb-EDTA Continuous 
Lower; 252.5 - 271.5 Re04 Continuous 

KFil1 Upper; 221.5 - 226.5 Gd-DTPA Continuous 
Tm-EDTA Pulse 
AminoG Pulse 

Middle; 282.5 - 294.5 Er-EDTA Continuous 
Lower. 329.5 - 338.5 Dy-EDTA Continuous 

Table 2.3. First arrival and recovery of tracers in BFi02, radially converging experiment. 

Tracer First arrival Recovery Elapsed time 
[hours] [%] [hours] 

In-EDT A 15 97.6 4510 

Uranine 700 18.0 4510 
Ho-EDTA 1250. 6.1 4510 

Iodide 106 69.7 3119 

Yb-EDTA 1250. 11.8 4510 
Reo4- 194 65.3 4510 
Gd-D"flYA 24 88.6 4510 
Tm-EDTA•• 23 72.1 860 
Amino o·· 23 86.7 600 
Er-EDTA 850 1.9 4510 

Dy-EDTA 3600. 0.7 4510 

•FJISt arrival after the detailed sampling of BFi02 
••Pulsed injection. 

fftJ{ 



Figure 2.7 
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Table 2.2. Tracers and injection schedule in the dipole experiment. 

Injection Day after Tracer Half-life 
pump stan 

A 14 .. Rhodamine WT Dye tracer 
1 23 82Br(Ir 1.47 d 
2 24 99mrc(Vll)O 4- 6.01 h 

1a~e(Vll)04- 3.78 d 
3 26 1311(1r 8.04 d 
4 31 99Jnrc(VII)O ,- 6.01 h 
s 32 "co<m• 70.92 d 

~~b(l)+ 18.66 d 
6 35 2"Na(It 14.66 h 

82BR(Ir 1.47 d 
99mrc(Vll)04- 6.01 h 

1311(1)- . •. 8.04 d 
18~e("11){)4- 3.78 d 

wtnm• 3.05 d 
7 39 51Cr(III)-EDTA 22.70 d 

111 In(Ili)-EDT A 2.81 d 
140u(m}.DOTA 1.68 d 
160rb(lm.EDT A 72.1 d 
169y},(III)-EDT A 32.0 d 
177Lu(UI}-EDT A 6.71 d 

8 43 58Co(III)-EDT A 70.92 d 
B 44 Blue Dextran 2000 · Macro molecule 
9. 46 1311(1)- 8.04 d 

10. 47 t3t1(Ir 8.04 d 
c 48 Jn .. EDTA Metal complex 
D 49 Gd-DTPA Metal complex 

Tm-EDTA Metal complex 
E S4 Rhodamine WT Dye Tracer 

•Injection in hole KFill, upper section. 
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The hydraulic tests at Finnsjon were interpreted by GEOSIGMA (forn1erly C J 

the Swedish Geological Company) of Uppsala. A first attempt at tracer test . 

interpretation was done independently by seven teams under Phase 1 of the 

international INTRA VAL project (Table 1.1). A renewed attempt, using a 

more complete set of data, was made by nine teams under INTRA VAL 

Phase 2 (Table 2.1.2). Some of these efforts are described briefly below. 

Conclusions of INTRA VAL Phase 2: Most models reproduced fairly well 

at least some of the breakthrough curves, but none did so for all the rec

orded breakthroughs. No models were able to predict well one of the two 

tracer tests based on interpretation of the other. The data appear ina de-
.. 

quate to decide which model(s) and associated processes are most repre

sentative of site conditions. 
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Table 1.1 Swrunary of conceptual models used by project teams. 

Representation Dimension Some of the effects 
considered 

SGAB/SKB Porous mediwn with 2D Dispersion 
subregions Sorption 

Matrix diffusion 
Radioactive decay 

Linear advective lD Dispersion 
dispersive system Multiple flow paths 

Intera Horizontal constant aperture 2D Dispersion 
fracture allowing radial Two parallel fractures 
advection and dispersion 

KTH Linear advective lD Dispersion 
dispersive system 

Linear advective lD Dispersion 
dispersive system Matrix diffusion 
with matrix diffusion 

VIT Channels 2D Advective diffusion 
Generalized Taylor dispersion 
Multiple flow paths 

JAERI Variable-aperture 2D Advective dispersion 
fracture with Local dispersion 
channeling effect Multiple flow paths 

Matrix diffusion 

Porous medium 2D Advective dispersion 
Matrix diffusion 

Hazama Fracture network 2D Advective dispersion 
(3 subregions) Matrix diffusion 

Multiple flow paths 

EMP Multiple channels 2D Advective dispersion 
Multiple flow paths 

-ll-/111 
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Table 2.1.2 Phase 2 analysis of tracer tests at Finnsjon. Conceptual 
approaches used and processes considered 

Modelling team Conceptual approach Processes considered 

Hazarna Corp., crack tensor theory advection 
Japan 

Conterra/W ater stochastic continuum advection 
Res. Eng.(KTH), multi Gaussian 
(SKB) Sweden 

BRGM (ANDRA), continuum model advection-dispersion 
kinematic dispersion 
radioactive decay 

GEOSIGMA, continuum model advection-dispersion 
(SKB), diffusion 
Sweden sorption 

maoix diffusion 
~oactive decay 

YIT (TVO), non-interacting varying advective diffusion 
Finland apertUre channel model matrix diffusion 

gen. Taylor dispersion 
multiple flow paths 

PNC. Japan dual porosity continuum advection-dispersion 
model multiple flow paths 
stream tube concept 

UPV (ENRESA), stochastic continuum advection 
Spain multi Gaussian 

non-multiGaussian 

"PSI (NAGRA), dual porosity continuum advection-dispersion 
Switzerland model diffusion 

sorption 
matrix diffusion 

U. of New Mex- single and dual porosity advection-dispersion 
ico, U.S.A. continuum model molecular diffusion 

maoix diffusion 

1/IJ 



Intera model of convergent tracer test: Analytical expression for Fickian 

advection-dispersion in 2-D (single uniform fracture) with radial syn1n1etry 

(Fig. 6.1). The results in Figs. 6.2 - 6.4 were obtained by adjusting 

d = ~ and .q . ~ 

to the optin1um values in Table 6.1. 

The model is unable to repr~duce double peaks (most probably caused by 

multiple pathways). An attempt to consider two parallel fractures (Fig. 6.5) 

did not bring about a major improvement . 
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Figure 6.1 The fracture zone. 
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Table 6.1 Values for d and q. 

KFill:U 
Amino G acid 

KFi11:U 
Tm-EDTA 

KFi06:U 
Iodide 

d 

0.00046 

0.000566 

o.ooqo9 II I~ 

q 

0.0054 

0.00518 

0.0021 
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Figure 6.5 Borehole KFill, tracer Amino G Acid. 
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HAZAMA convergent test model: This group modeled radial flow and 

transport by means of a 2-D network of fracture traces in the vertical plane 

(Figs. 9.1, 9.3). In the absence of data about fracture geometry, the traces 

were assigned a uniform aperture b and random locations, trace lengths, and 

directions (with average dip and standard deviation of 300). Flow was mod

eled by means of 1-D finite elements using the cubic law (parallel plate 
. 

analogy). Transport was modeled by tracking the advection of 5,000 parti-

cles, allowing them to mix completely at fracture intersections. Matrix diffu

sion was accounted for by specifying a matrix diffusion coefficient Dm and 

porosity ¢. 

. 
• 

The team generated three realizations (Fig. 9.3) with fracture densities of 

0.004 m- 2 in the top part of the plane (labeled sub-zone 1 in Fig. 9.1), 0.001 

m- 2 in . the middle part, and 0.002 m- 2 in the bottom part. Fig. 9.4 shows 

vector plots of con1puted velocities for the three realizations. Nine runs 

were perforn1ed with the input paran1eters listed in Table 9.1 (the assigned 

flow rates Q were lower than measured). Measured and computed break

through data (mass flux norn1alized by total input mass) for amino G acid 

(AG), iodide (1), and uranine (U) are depicted in Figs. 9.5 - 9.8. 

The tean1 found that matrix diffusion was necessary to avoid multiple 

peaks (not observed during the test) and concluded on this basis that the 

phenon1enon has an important effect on transport at the site. 
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Figure 9.1 Modeled region and boundary conditions. 
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Figure 9.3 Generated fracture networlcs. (a) Fracture network-1; (b) fracture network-2; (c) 
fracture network-3. 
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Figure 9.4 Flow vectors in fracture networks. (a) Fracture network-!; (b) fracture network-2; 
(c) fracture network-3. 
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Figure 9.5 . Measured breakthrough curves. 
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Figure 9.6 Calculated breakthrough curves (nctwork-2). 
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