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CHAPTER 3

Environmental Chemistry, Statistical
Modeling, and Observational Economy

G. P. Patil, S. D. Gore, and A. K. Sinha

ABSTRACT

Environmental sampling differs from classical theory of sampling in
that the former may entail sampling of different types of material and
the sampled materials often influence the sampling procedure. There-
fore, while determining an optimal sampling design, the physical (chemi-
cal or biological) characteristics of the material to be sampled need to be
taken into consideration. In this chapter, we discuss several environmen-
tal sampling and statistical modeling situations to illustrate how compos-
ite sampling and ranked set sampling facilitate observational economy
while addressing substantive issues.

INTRODUCTION AND BACKGROUND

It is very important to recognize that there is no substitute for good
data. Statistical thinking is an aid to the interpretation of data. The
statistical approach is expected to contribute to the overall insight and
perspective of the substantive issue and its resolution in the light of the
evidence on hand. What makes the problem of environmental investiga-
tions different from studies in physical sciences is that, unlike in the hard
sciences, we have a longer span of investigations depending on life stages
and their age lengths. Also, the instrumentation changes are necessary in
response to the advancing technology. That often puts-us in a difficult
cycle of no information, new information, and noninformation. When a
question is asked of us, we promptly say, “Well, we don’t have sufficient
information. We need to collect new information.” By the time new.
information is collected, we are ready to say that the information

0-87371-936-0/94/$0.00 + $.50
© 1994 by Lewis Publishers 57
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Table 11. Estimated Average Concentrations (pg/g) with Relative
Standard Errors (%) for Selected Dioxins and Furans from
FYS7 NHATS Composite Samples

Entire — ______Ag_egrg!.lﬂ (_YQ__ —.
- nalio_r_l 0-14 15-55 42 +

Population percentages 100 _.a 46 N

Compound
Dioxins

23,7.8-TCOD 5.38 1.98 4.37 9.40
(6) (41) (12) “)
1,2,3,7,8-PECDD 10.7 3.30 9.33 18.2
4) 22) N 4)

1.2,3.4,7,8/ 751 234 709 120
1,2,3,6,7.8-HXCDD ) (23 (6) 3)
1.2.3,7,8,9-HXCDD 1.7 6.13 10.8 17.1
4) (18) 7 4)

1,2,3,4,6,7.8-HPCDD 110 457 99.8 174
3) (1) (5) (3)

1,2.3,4,6,7,8,9-0CDD 724 215 692 11
) (7) (Y] 5
Furans .

2,3,7,8-TCDF 1.88 1.97 145 2.45
7) an (15) (7
2,3.4,6,7,8-PECDF 9.70 1.87 8.00 18.0
8 (100) (15) (8)
1,2,3.6,7,.8-HXCDF 5.78 1.80 4.59 105
0y ey e 13

Source. Orban et al.??

chemicals should be analyzed. First, a chemical must be detected in at
least S0% of the composites. Second, a minimum of 30 measurements
were considered necessary to achieve sufficient precision of the esti-
mates. Thus, of the 16 chemicals, there were 9 that met both criteria for
performing the analyses. For cach of the nine chemicals analyzed, Table
11 lists the estimated average concentration in the entire population and
in the three age groups.

RANKED SET SAMPLING

Ranked set sampling (RSS) is a method of sampling which is mainly
used for estimating a population mean. It utilizes prior information
about the characteristic of interest for ranking the randomly selected
sampling units from a population before resorting Lo quantification of
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some of the units so drawn. It is, in fact, useful when the quantification
of a sampling unit is difficult but the randomly drawn units could be
ranked by a visual inspection or some other crude method without know

ing their exact measurements. Interestingly, it combines the convenicnge
of purposive sampling and the control of simple random sampling (SRS).
As the SRS estimator of a population mean, the corresponding RSS
estimator provides an unbiased estimator of the population mean; how-
ever, the estimator is more efficient than that of the SRS estimator in
almost all situations. In the worst circumstances when a ranking is cquiv

alent to a random ordering, its performance reduces to that of SRS. In
view of these facts, it has tremendous potential for considerably econom

ical investigation when we need (0 estimate the mean in environniental
problems. In this section, we have made an attempt to illustrate the
method and examine its superiority over SRS for estimating the average
PCB concentration in the surface soil along the gas pipeline of the Texas
Eastern Gas Pipeline Company. We have also tried to explore its applica

tion in evaluating the effectiveness of insecticides and pesticides to pro-
tect and preserve the environment. For its application in other areas, sce
Patil et al.t

- Method

The selection of a ranked set sample involves the drawing of m random
samples each of size m from a population. Having drawn the random
samples, the units of cach sample are ranked by a visual inspection or
any other method not involving the exact measurements of the variable
of interest. The unit with the smallest rank is quantified from the first
sample; the unit having the second llest rank is sured from the
second sample, and so on until the unit with the highest rank is used for
the determination of the magnitude of the characteristic of interest from
the /™ sample. This yields m measurements corresponding to the guanti-
fication of m units out of m? randomly selected units, each representing a
specific rank. The whole procedure is repeated r times which, in turn,
gives mr quantified values in such a way that every rank has r quantified
values. It is important to note that m*r units are randomly selected from
the population and used for ranking, but only the mr units are utilized
for the determination of the magnitude of the characteristic. These nica-
surements constitute a ranked set sample. If N and n denote the popula-
tion and the sample size respectively, then:

Nzmr and n = mr

In order to illustrate the method of drawing an RSS sample let us take
m = 3 and r = 2. The scheme may be diagrammed following Stokes™
and Muttlak,” as shown above.



88 Environmental Stanstics, Assessment, and Forecasting

In this diagram cach row denotes a judgment ordered sample and the
circled units indicate the units which are to be quantified. It means that 9
units are sclected randomly trom the population but only 3 units are
quantified to get the required ranked set sample in each cydle.
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In general, let Xy, Xig o000 Xy Xops Xage o oo 0 Xt o« o 3 Xomis Xt
.. .+ X, be independent random variables all having the same cumula-
tive distribution function (cdNi. Then the # order statistic from the i*
sample is shown by X, In case the procedure of drawing random
samples is repeated 7 times then the # order statistic from the #* sample
in the j* cycle is denoted by X, ... i

The RSS estimator (X,,,,) of the population mean (u) is computed by:

X, . .“:7 II:,( IX|1.'M
i " mr

or
X Lym x,
iy "'" a1 M )
sinee
I 4
xu m = "_}-;- lx(um
Further as EXym = pym and p = LE7, py  We get EX,n) = g,
where g, ., denotes the expecied value of the i* order statistic. This

suggests that X,,,, is an unbiased cstimator of the population mean ().
The expression for the variance of X,,, is given by:

| s Om
Va’(x(mw)= Ei I B

where o}, ,, represents the variance of the #* order statistic. Also,

VarXm) = mr

{01 = %27- lo‘(l:ul - ”)1}

where o? denotes the population variance.
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Comparison of the RSS Estimator with the SRS Estimator

In order to cxamine the performance of the iwo estimators nder
considcration we compare the precision of the RSS estimator relative 10
that of the SRS estimator with the same sample size. To compute the SRS
estimator of the population mean, we need to draw a random sample of
the size mr. For this, one unit is randomly selected from each sample in
each cycle. The unit is then quantified. We denote the SRS estimator by
X. It is computed as shown below:

X = Ln I X,
mr

Its variance is obtained as follows:
Var(X) = <
ar(X) = mr
The relative precision (RP) is defined as mentioned below:

rp - Yartd
Var(X,.,)

or,

RP o

Its limits are given by:

1 < RP < — 1

ol

Takahasi and Wakimoto™ gave the rigorous proof of the limits for all
continuous distributions with finite variances. It means that almost (1n

1/2) times as many random samples are required to equal the precision of

the RSS estimator, provided ranking is perfect. The relative cost (RC)
and the relative savings (RS) are computed as shown below:

1
RC-ﬁ
RS = 1 -RC



90 Environmental Statistics, Assessment, and Forecasting
and
RS = LA |{_'ﬂ'_ﬂ)__"} 2
m g

It mcans RS = 0.

impact of Imperfect Ranking

As ranking of the randomly drawn units are carried out on the basis of
some crude method in the absence of the exact magnitude of the charac-
teristic of interest that a unit posscsses, it may not always be feasible to
perform the ordering correctly. Even in this situation of imperfect rank-
ing Dell and Clutter™ have shown that the RSS estimator of the popula-
tion mean is unbiased and the RP = 1. However, the magnitude of RP
gets reduced in this case. In fact, the higher the magnitude of ranking
error the smaller is the magnitude of the RP. As a solution to the impasse
David and Levine’? and Stokes'* have suggested to use some other vari-
able which helps in ranking relatively more correctly and conveniently
than the main variable of intercst. The variable is known as a concomi-
tant variable in the literature. It is supposed to be correlated with the
variable of interest. If both the variables have the same cumulative distri-
bution function and follow the bivariate normal distribution, then the
RP of the RSS estimator with the ranking done on the basis of a concom-
itant variable, and the SRS estimator is given by:

RP - , — !
1P ym |{L‘Mu.;_".}z
m~’ o

where p denotes the correlation coefficient between the variable of inter-
est and the concomitant variable. It is evident from the expression that
the RP depends on the value of p?,

Unequal Allocation of Sample Sizes

With a view to improve the magnitude of RP, Mclntyre™ and Takahasi
and Wakimoto" have suggesied allocating sample size to each group
(i.c., rank order) proportional (o its standard deviation.

Let 7, denote the number of times (i.¢., the size of the sample of the i*
group) the units with rank i to be quantified. Then, it is computed as
follows:

,‘ = - ‘na‘lml
' L7 % m

i=1,2,...,m

R — e e . § |
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and
r+rn,...,r,=nr21

If 7, denotes the sum of the measurements for the units having the i,
rank, the RSS estimator (X,,,.) of the population mean is given by:

; Lo T
X(MI‘I = ,;ET-I}J- E(l\’uny.) =p
and

by ln Olm
Va"(x(n).) = "'""iLT.. f

In order to estimate Var(f((,,_). r, should be greater than or equal 10
two. The RP of the RSS estimator relative to the SRS estimator is de-
fined as follows: '

RP = -LET/,"EEZ
m= o,
and
O< RP<sm

See Takahasi and Wakimoto.® However, it is important to note that
the RP under the equal allocation is less than or equal to that of the
unequal allocation provided the allocation is carried out proportional to
the standard deviation of cach group. Further, ifr, = r, = ... = r, then
the RSS design is said to be balanced; otherwise it is unbalanced.

Hiustration

With the aim to illustrate the effectiveness of RSS relative 1o SRS in
estimating the level of concentration of polychlorinated biphenyls (PCB)
at the Armagh site along the gas pipeline of the Texas- Eastern Gas
Company, we examine the schemes mentioned below:

1. balanced allocation of samples using all possible combinations of each
set size

2. balanced allocation of samples for a specific sample

3. unbalanced allocation of samples

For this purpose we use the measurements of the contaminant ob-
tained by using grids A and C each with phase | and II together. Table 12
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Table 12. Number of Observations, Mean, SD, CV, Coefficient of
»Skeyv»nve_ss._gnd Kurtosis of PCB VaQues in Grids A and C

Grid

Characterislit_:_s _ o A [+
Number of observalion 184 68
Mean 200.9 600.2
SD 902.9 1585
Cv : 4.49 2.64
Coefficient of skewness 9.27 4.48
Coeflicient of kurtosis 99.69 20.88

gives the number of observations, mean, standard deviation, coefficient
of variation, coefficients of skewness, and kurtosis of PCB values for
grids A and C scparately. For applying RSS protocol we have considered
scl sizes two, three, and four. Using all possibié combinations of the PCB
values for cach set size, the magnitude of the relative savings (RS) due to
the RSS cestimator relative 10 that of the SRS estimator has been com-
puted using balanced atlocation of samples. The findings are mentioned
in Table 13. We observe that the value of RS increases with the set size,
but its amount is higher for grid C than grid A because the values of PCB
under the former are more homaogencous and symmetric than those of
the kuter. Also, the values of X, RP, and RS have been computed for a
specilic sample. These resulls are mentioned in Table [4. I is evident
that the results suffer from the sampling fluctuation. We find from Table
15 that the values of RS are quite substantial due to unequal allocation of
samples. Itis obvious that RSS with this allocation performs much better
than with cqual allocation. Though it is difficult to determine the pro-
portion of samples in advance in the absence of the standard deviation at
cach rank order for an unknown population, one could take help of
other surveys of similar nature conducted earlier or conduct a prelimi-
nary survey based on a small sample size.

Table 13. Relative Saving (RS) Consldering All Possible Combinations
of Each Set Size Under Perfect Ranking with Balanced

- Allocation o
Grid
Set size WA c
o (m) RS RS
2 4 9
3 7 16
4 10 22
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Table 14. The Values of X, , RP, and RS Under Perfect Ranking with
Balanced Allocation in the Case of a Spet_:!lﬁ: §ﬁnpie

Grid
Set size . ____A__ [ ?
(m) Koy RP_ RS X PP RS
2 155.035 1.02 2 7113 1.14 12
3 286.187 1.19 16 2236 1.01 ]
4 166.817 1.07 7 635.9 ‘156 36

RSS may also be used for forming relatively more homogeneous com-
posite samples compared to those based on random groupings. With m
samples of size m we form m composite samples by physically mixing the
units of the same rank before resorting to quantification. Thus, we get
mr composite samples out of m¥r units drawn from the population. The
standard deviation of these measurements is expected to have smaller
variance than the same number of measurements obtained after quanti-
fying the composite samples obtained by random groupings of the units.
The results are summarized in Table 16 and 17 for grids A and C,
respectively.

In view of the findings we may conclude that it has cnormous capabil-
ity for application in evaluating the impact of chemical treatments, for
example, on vegetation, much more cconomically. Its dependence on

Table 15. The Values of X, RP, and RS Under Perfect Ranking with
Unbalanced Allocation of Samples

Grid A " Grdac
Proportion Proportion
Set size of samples of samples
(m) (exactno.) X, RP RS (exactno) X, _@P .r_as
2 +:10 2059 1.724 42 1:10 535.2 2041 5t
(8, 84) (3. 31)
2 1:15 203.1 1.818 45 1:15 5204 2174 54
(6.86) - (2, 32)
3 1:4:20 2036 2.174 54 1:1.715 560.1 1471 32
(2, 10, 48) (5.8, 8)
3 1:4:25 201.1 2326 57 1:2.7 615.2 1923 48
(2. 8,50 (2. 4, 15)
4 1:3:5:16 2471 1.695 41 1234 5766 2083 52
(8,5,9, 28 (2, 3,5,6)
4 1:39:27 2261 1316 24 1:1:3:5 8024 1449 N
(2, 2, 10, 30) 2.2, 4,8)
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Table 16. Sample Size, Mean, and Sta
Samples, Composite Sampi,

Set_ size
2

Set size
2

fr e e e - ——
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_S_I_H_IPE for Grid A

ndard Deviation for Individual
es, and Composites of Ranked

e itgm Sample llze- Mean SD
Individual samples 184 20072 9029
Composite samples 92 200.72 627.9
Composites 92 200.72 618.4

of ranked samples
Individual samples 180 183.8 870.7
Composite samples 60 183.8 490.6
Composites 60 183.8 470.4
of ranked samples
Individual samples 176 187.8 880.2
Composite samples 44 187.8 509.8
Composites 44 187.8 321.5
B g! ranked samples
Table 17. Sample Size, Mean, and Standard Deviation (SD) tor
Individual Samples, Composite Samples, and Composites of
_R:lll_(_e_d Samples for Grid C
e lgv!. . __Sample size Mean S0
Individual samples 68 601 1685
Composite samples 34 601 1067
Composites 34 601 9828
of ranked samples
Individual sampies 63 599 1630
Composite samples 21 599 865
Composites 1 599 663.3
of ranked samples
Individual samples 64 590 1618
Composite samples 16 590 761.0
Composites 16 590 952.7
of ranked samples
R

Patil, Gore, and Sinha 95

prior information of the characteristic of interest for ranking can be
tackled cffectively 1o a great extent by utilizing the experience and the
expertise of the ficld personnel. For applications in other areas, sce Pai)
et al.'
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