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1. SUMMA.RY 
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rH..il:ribllltlton.-tr'ee two-sample test is proposed that is an extension of the Wilcoxon test 

with arbitrary censoring on the right. The test is conditional on the pattern 

~ha.t~TV:&l>ll~l..lll. The null hypothesis is 

H0 : F1(t) = F2(t) (t ~ T) against either 

H1 : F1(t) < F 2(t) (t ~ T) or 

H2 : F1(t) < F2(t) or F1(t) > F2(t) (t ~ T), 

'~here .l\,F2 are cumulative distributions (discrete or continuous) of the observations and 

'f is their upper limit. The test is shown to be asymptotically normal and consistent against 

one-sided alternatives F1(t) < F2(t) (t ::::; T) and against two-sided alternatives where either 

1
1
(t) < F2(t) or F1(t) > F2(t) (t ::::; T). The asymptotic efficiency of the test relative to the 

· parametric test when the distributions are exponential is at least 0·7 5 and increases 

degree of censoring. When ~is true, the test is not seriously affected by real differences 

percentage censored in the two groups. Some comparisons are made for "five cases of 

degrees of censoring and tying between probabilities from the exact test and those 

proposed test and these suggeSt the test is appropriate under certain conditions 

the sample size is five in each group. A worked example is presented and some 

,,,. .. ,., .......... is given to further problems. 

2. INTRoDUCTION 

statistical problem considered in this paper arises in clinical trials comparing two 

ireatm,entiS, where the observation for each patient is often time to failure or censoring 

(IIOinetimElsreferred to as loss). In fact, the results are relevant for distributions other than 

!ailure times and in fields of application outside medicine. However, the discussion is in 

~rms of failure times since most applica.tions are of this type and it is convenient to use 

medical terminology. 

· · A common problem in a clinical trial is to compare two treatments for their ability to 

prolong life or maintain a patient in a well state. Patients enter study serially in time and 

... , &re randomly allocated to one of two treatments. At a time T after the start of the study, 

&n observation is recorded of time to failure (death or relapse) or censoring from observation 

t still alive or in remission at T). In general, ni -ri individuals have failed and r, are 

........ un:u at time T (i = l, 2), but because patients have entered at different times, the 

to censoring will differ among patients. 

A special case has been considered by Halperin (1960) in an industrial life-testing context. 

• This investigation was supported by a Public Health Service Resea.rch Grant from the National 

Institute. 
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In his application, components could be started on test ~t the same time so that a.t the ·· 
of the experiment, times to censoring were the same for items not having failed. Rowev ~ 
times to censoring could differ in industrial life-testing experiments where items are sta er 
at different times or where a policy of replacing failed items is followed. 

If it is known that time to failure is exponentially distributed in both treatment gro 
an F test can be used to test for treatment differences (see § 8). Since the e:xponen · 
assumption is often not warranted and no other approach seems generally applicable 
consider a distribution-free two-sample test. The W test proposed is an extension of' 
Wilcoxon test to samples with arbitrary censoring on the right. The test is conditional 
the given pattern of failures and censored observations. . 
. Halperin (1960) and Rao, Savage & Sobel (1960) have considered two-sample testa wi 
censoring, though all assume that times to censoring are the same in both samples. Recentl 
·Alling (1963) has proposed a modified Wilcoxon test to be calculated sequentially so tha 
an early decision may possibly be reached. His test is valid when censored observations~ 
present, the test being based on least upper and greatest lower bounds for subsequent 
values of the ordinary Wilcoxon test statistic. The greatest saving in time of observation 
is when the sample sizes are small. 

3. THE W STATISTIC AND RELATION TO OTHER STATISTICS i' 
We assume that n1, n2 individuals are allocated randomly to treatments A, B, respectiv.el~ 

' ' '"1' 
1 treatment.A. :l. 

and we observe: ~ ... x' r censored } : 

x,.
1
+1, ... ,Xn

1
, n1 -r1 failures ' ,, 

y~, ... ,y;., r 2 censored } treatment B, _.,;,t 
Yr1+1• ••• ,y"', nz-r2 failures 

where xi, y1 are times to failure and x;, yj are times to censoring (all measured from time.~· 
entry into study). It is emphasized again that the observations need not be failure times; 

Such a pattern of observations could arise in a number of ways: in a. clinical trial corlr 
ducted for fixed time T where patients enter study serially in the interval 0 to T; in ari 
industrial experiment where all components are started at time zero and an analysis is bemg 
done at time T later; in the same type of experiment, except that items that fail are replaced 
randomly; in a medical or industrial experiment where studies are being conducted at 
different centres, each study lasting a different length of time and an analysis is done by~ 
pooling results from all· centres. Here T is the upper limit of time of observation among 
centres. A further possibility is a study of tolerances to different diugs when for some: 

f 

reason large tolerances cannot be measured accurately. 
The test proposed is appropriate for these and possibly other cases with general types 

censoring. The essential requirement is that the average exposure to the risk of failure be 
the same in the two groups. In other applications, the arbitrary censoring should be of the 
same type in both groups. In the sequel, the test is discussed in terms of the clinical trial; 
though it is clear that the other applications will also be relevant. 

The times to failure are from cumulative distribution functions (c.D.F.'s) F1(x),' 
which may be discrete or continuous. When considering the sample outcomes, we 
the possibility of ties among failure and loss times. 

The null hypothesis is 

H0 : F1(t) = ~(t) (t ~ T) (treatments A and B equally effective). 

' I 
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alternative hypotheses (H11) are either 

H1: F1(t) < F2(t) (t ~ T) (treatment A more effective than B), 

~ .. or the two-sided version H2 : F1(t) < F2(t), 

,..or F1(t) > F:(t) (t ~ T) (treatment A orB more effective). 

205 

.. Roughly, we are interested in one or two tail tests of the difference between the c.D .F.'s for 

trea.tmElnliB A and B. 

-1 X;.< Y; or X;.~ yj, 

y; < ··J ~;= 0 (x~, yj) 
, (3·1) 

X;.= Y; or or xi< Y; or 

+1 x, > Y; or X~~ Y; 

calculate the statistic W = I: U;.; where the sum is over all n 1 ~comparisons. Hence, 

. • i.i 

~here will be a contribution toW for all comparisons of the two samples where both patients 

have failed (except for ties) and in all comparisons where a patient censored from observa· 

tion has survived longer than one who has failed. 

TheW statistic is related to the Wilcoxon (1945) statistic T', the Mann-Whitney (1947) 

statistic U' and Kendall's (1955) statisticS when there are no censored observations or ties. 

It is easy to show that w = n
2
(n

1 
+n

2 
+ 1)- 2T', 

where T' is the sum of the ranks of the second sample in the ordered combined sample. Also, 

W = 2U'-~n2, 

U' counts the number of times an observation in the second sample precedes one in 

first in the combined ranking of the two samples. Further, W = S, a statistic defined 

Kendall for use in rank correlation. The last is also true when ties are present .. 

When a.Il censored observations have the value T, Halperin's (1960) statistic Uc is 

by W = 2llc+r1 r 2 -~n2, 

where flc is related to the Mann-Whitney statistic by lYe= U'(n1 -r1, ~ -r2) + r1(n2 -r2). 

Here U'(n1-r1,n2-r2) is the Mann-Whitney statistic based on the~ +~-r1 -r2 failures. 

4. THE CONDITIONAL MEAN AND V .ABIANCE OF W 

We have n1, n2 observations which can be arranged in the following general pattern: 

(4·1) 

m;. =number of uncensored observations at rank i in rank ordering of uncensored 

·.·observations with distinct values; 

. 'l' z, =number of right-censored observations with values greater than observations at 

rank i but less than observations at rank (i+ 1). 
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The points on the vertical line correspond to a rank ordering ~f the distinct values ~f. 
failure observations and these occur at s distinct failure points. Any set of failed and ..., .... .1!01'1~ 

observations can be represented according to this diagram. If there are censored vu•>enr>L 

tions prior to the first failure, these could be included by counting them as Zx with m,.,;, 
Ordinarily, such observations would be excluded since they provide no information on 

differences between A and B. The calculation of mean and variance is not affected, since 
calculation is conditional on the given pattern of observations. .A13 an example, if 
represents a censored observation and we have the following sample of survival 

(weeks): 8, 8 +, 10, 10, 11 +, 14 +, the pattern is 

:r::. 
Suppose H0 is true and the average exposure to the risk of failing is the same in the 

groups. If the n1 +n2 individuals in the pattern are labelled differently, there are(~+~ 
~-

possible allocations of the individuals to two samples with nl> n 2 observations. We consider-~: 

the conditional mean and variance of Wunder H0 • These are denoted by E(W!P,~) ·,:.: 
and var(WIP, H0 ), where P is the pattern of observations. The expectations are over 

the (n1 +n2)!j{n1!n2 !} equally likely samples leading to the same observed pattern P. 

It is easy to see 
E(W!P,llo) = 0, 

by symmetry. 
The derivation of the variance is given in Appendix A. The formula is 

~n {• ' var(WjP,Ho)=( + )( 2 

1) ~m,~_tfJ£._1 +1)+~1,~(~+1) 
~ n: ~+~- i-1 .:-1 

+ ± m,(~+n2 -~-L,_1)(n1 +n2 -3~_1 -m,-L,_1 -1)}. {' 
i-1 

1 
~ = ~ m,, .M;, = 0, 

i-1 
where 

When there are no ties or losses, i.e. m1 = ... = m3 = 1, l1 = ... = l5 = 0, and s = ~ +~. 

the formula becomes 

which is the form expected from the variance of the Mann-Whitney ( 194 7) statistic. Here, 

Pis simply the ranking of the n1 +n2 observations. 
If there are no ties and all censored observations occur after the (n1 +n2 -r1 -r2)th 

failure, i.e. m1 = ... = m 8 = 1, l1 = ... = l8 _ 1 = 0, l3 = r1 +r2, ands = n1 +n2 -r1 -r2 we have .. 

var (WjP, Eo)= 7n2 (~ ~n2 -r1 -~f {(~ +n2 ) (r1 +r2) +H(n1 +n2 -r1 -r2) 2 -1]}, 
nl+nz ~+nz-

which is that expected from the relation between Wand the Uc of Halperin (1960). 
Hemelrijk (1952) has given a. formula for the variance of the Mann-Whitney statistic, U' · 

allowing for ties. His formula gives the same result as ( 4·3) when there are tied and failure· 
observations only. 
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~ = m, ~ = l, m, = z, = 0 (i =1= 1)(orequivalently~ = ~.m, = ~.z, = Oforalli, 

== 0 (i > 2)), the observations form a 2 x 2 contingency table with margins fixed and 

·• constitute an outcome in hypergeometric sampling. If two treatments are being compared 

·;;in n,_,n, patients, them individuals may be considered as the 'responders' having tied 

--~ues on a response !le&le and the l individuals as 'non-responders', i.e. as being censored 

and requiring a greater stimulus to respond. The W statistic reduces to the difference in the 

!A?11ro<iucr.s of the diagonals in the 2 x 2 table and 

lm~n2 · 

var (W!P, H0 ) = ( l), 
~+n2-

~'il~bic1l is exactly the same as that obtained by assuming the W statistic to be an outcome 

hypergeometric ~mpling . 

5. THE-CALCULATION OF WAND var(W!P, lJo) m LARGE SAMPLES 

, .. This section can be conveniently skipped by those not concerned with the calculation of 

Win reasonably large samples (say n1, n2 both 25 or more); suffice to say that W and 

var(W!P, H0 ) can be calculated quite easily by grouping the failure and censored observa­

tions. The W statistic and its variance are simple to calculate when n1 , n 2 are small. How­

ever if n1 , n2 are large, then both the mean and variance calculation are lengthy. 

Of course, it would not be difficult to program both calculations for an electronic 

. computer. Alternatively, the failure and censored observations could be grouped in 

· intervals in a way similar to that of the life table: 

Treatment A 

No. of Cum. no. No. of 

Interval failures of failures censored 

1 fu. Fu. cu. 

i f,.J. F,.J. Cf.J. 

4 f,.J. Fu Ca.J. 

#'~where fi.J. =number of failures in interval i, 

cu. =number of censored observations in interval i, 

a.nd there is another table with entries fiB• ciB and ~B defined in the same way for treat­

ment B. 
·~· The intervals should be chosen the same as for ordinary frequency distributions and 

need not be of equal length. The failures in the ith interval are considered 'tied' at rank i 

.· .. in the rank ordering of intervals. The censored observations are also considered as 'tied' in 

·:·. ~~e ith interval and are counted as occurring after interval i- 1 but before i. Thus, informa­

is lost concerning the ordering of failed and censored observations within each interval. 

.The formula for W then becomes 

• 
W = ~ {[fu+Ci..tlF.-l,B-[jiB+CiB].Fi-l,..t}, 

i-1 

(5·1) 

' ' ' I 
ii .- ~ 

t' 
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where it is assumed that the same intervals are used in both f!B-mples. This statistic is 

simple to evaluate if each term is calculated successively by interval in the ap·prcmriiA.t.;' 

table. 
The conditional variance of W is found by using the general formula ( 4·3) with 

Both E(WIP,H11 ) (in absolute value) and var(WjP,H0) will tend to be smaller on 

average for the grouped case than for the ungrouped case. This results from the loss 

a proportion of the n1 n2 comparisons because of grouping. If this proportion is not 

the test of W should not be seriously affected. In any doubtful case, the test on 

ungr.ouped data could be carried out. · 

6. ASYMPTOTIC NORMALITY OF W 

In Appendix B, it is shown that W is asymptotically normal with mean and varian~ 

under the null hypothesis given by (4·2) and (4·3). The result follows because (n1 n2l-1W ~· 

the form of a two-sample U statistic, defined by Lehmann (1951), and a convergence 

theorem of Cramer (1946) may be applied to prove asymptotic normality. It is assumed 

that unconditionally the pattern of observations has arisen in a random way from & 

probability distribution of times to entry into study (in a special case, all patients enter 

time zero) and two probability distributions of times to failure. 

Consequently, to test~ against either H1 or H2 , a value of 

z- w 
- ..j{var(WjP,~)} 

is taken as asymptotically normal with zero mean and unit variance. 

The normal approximation is somewhat better if a continuity correction is 

especially if the sample sizes are not large. In an application where there are no or r ........ "...,,v, 

few tied and censored observations, a continuity correction of ± 1 should be made. 

the possible W scores will usually be two units apart. Otherwise, the continuity nmTe<~tio·n~ 

should be ± f· 
1 

The adequacy of the normal approximation is investigated in § 10. The results ll.Lu"""'"" 

that theW test can be applied when sample sizes are as small as n1 = n 2 = 5, as long as not' 

more than six of the ten observations are involved in ties or censoring and there are at least 

five distinct failure points. In the special case m1 = m, l1 = l, mi = li = 0 (i 9= 1) where the 

observations form a 2 x 2 contingency table, the W test is equivalent to the test based on 

the normal approximation to the hypergeometric distribution. Pearson (1947l has 

that even for moderate sample sizes the normal approximation gives probabilities in 

agreement with those from the hypergeometric distribution. 

7. THE CONSISTENCY OF THE W TEST 

We now consider the behaviour ofthe W test when the null hypothesis is not true.~ 
this, we need E( WjP, Hal and a bound for var ( WjP, Hal· The alternative hypothesis 

is fixed, that is it does not depend on the sample size in each group. Just as in AlJipe:uw~ 

~e assume that considered unconditionally X 1, •.• ,X,.
1 

are independent random 

variables taking values (x, Ol or (x', 1l if the sample outcome is a failure, censored 
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respectively. There is a similar assumption for Yt, ... ,Y~. Forth~ sake of simplicity 

also assume fLt = n2 = n. 

We have 

(7·1) 

. For the variance, we write 

. n-4var (WjP, Hal = n-4E(W2 jP, Ha) -n-4[E(WjP, Ha)]2 

=n-4E{~D'it+ ~ ~~Di·t+ ~ U.;U.r+ ~ U.tDi•t·IP,HJ 
i+i' ; +i' , ... ,~ 

i+i' 

-n-4[EP:U.1IP, Ha}]2 • 

four terms comprising E(W2 jP, Ha) haven2 , n2(n -1), n2(n -1) and n2(n-1)2 individual 

'"'tenns in the summations, each with expectation at most one. Therefore, the first three terms 

in the above expression are at most 0(1/n). But 

E{ L: U;;Un·IP, Ha} = L: E(Ui;IP. Ha)E(Di·riP, Ha) 
i-1-i' i.i. 

i+i' i+i' 

= n::(n- 1)2 [E( Ui;IP, Ha)J2 

[E{~Ui;IP, Ha}]2 = [~E([J.;jP, Ha)]2 

= n'[E( U.;IP, HaW 

lim n-4var (WjP, Ba) = 0. 
,._.., 

n-2E(WjP, Hal -n-2E(WjP, ~) 

.J{n-4var (WjP, Ha)} 

beccJIDI:lS indefinitely large as n-+co and the probability that the W test rejects the null 

hypothesis is 1. 

Thus, the W test is consistent for alternatives where (7·1) is true. In particular, the one­

·-f;_mded W test is consistent against alternatives F1(t) < F2(t) (t ~ T) and the two-sided test 

;--, a.ga.inst alternatives where either ~(t) > J;(t) or J;.(t) < F2{t) (t -" T). 

8. THE ASYllfPTOTIC RELATIVE EFFICIENCY OF W TO F ASSUMING 

EXPONENTIAL FAILURE DISTRIBUTIONS 

Suppose the probability density function of time to failure for a patient receiving treat­

ment A is 

and that for a patient receiving treatment B is 

/ 2(y) = 0¢ exp (- O¢y). 

' We wish to test the hypothesis 

H: F1(t) = F2(8t) (t ~ T, 0 < 8 ~ 1), 

under ~: 8 = 1 and under H1 : 0 < 8 < 1. Such a test would be appropriate if we 

interested in whether failure times on treatment B were a constant proportion (8) of 

on treatment A. For example, if 8 = 0·75, the failure times for the patients on 

Biom. s:z 
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treatment A would be 25% longer than those on treatment. B. A test of the above · 

thesis is equivalent to one for differences in location, .F;.(t) == .li;(t + 0), when logs of 

times are analysed. 
An efficient parametric test for the hypothesis is to take lJl2 as having an F distri 

with (2(n1 -r1), 2(~-r2)) degrees of freedom, where 

The F distribution is exact when the time of observation in each group is a random 

and n1 -r1, ~-r2 are fixed, and a good approximation (Cox, 1953) when the time 
observation is fixed and the number of patients failing prior to that is random. 

We wish to calculate the asymptotic efficiency of the generalized Wilcoxon test 

to the F test in two situations: 
(a) all individuals enter study at time zero, observation stops at T (the case where · 

individuals fail is covered by letting T -+CIJ }, 

(b) individuals enter study at a constant rate,,\, in the interval 0 toT and fail according 

to / 1(x) or / 2(y). 
For both cases, it is assumed that the number of patients in each group is n. Case (b) ia · 

a model of a clinical trial, also suggested by Armitage (1959), where it is reasonable to assume· 

there is a fi."'{ed probability, A.(.6.t), of a patient entering a study in any small interval of 
time (.6.t). Unconditionally both the number of patients entering study and the total 

of exposure to the risk of failing are random variables. Conditional on 2n patients 

entered in 0 toT, the times of entry will be distributed independently and uniformly 

the interval (0, T). 
For case (a), the chance of an individual being censored at timeT is e-T?, e-T8if> for 

receiving treatments A,B, respectively. For case (b), the same chances are (l­

and (1-e-T8¢)j(TO¢). Further details are given in Appendix C. 
In the calculation, it is convenient to transform the F statistic to z = ! log F so that 

asymptotically normal with 

1 ( 1 1 ) 
var (z) ~ 2 2(~- rJ + 2(n

2
- r

2
) ' 

where 2(~ -r1), 2(n2 -r2) are the number of degrees of freedom in F. Also, we arrange tha.t 

the variance of each test statistic is of order n-1 by considering n-2W rather than W. 

To obtain an asymptotic measure of test efficiency, we consider a sequence of alternative 

hypotheses in which 8 approaches the value tested, 8 = l, as n increases. In this case, the 

asymptotic efficiency of W relative to F is · · 

{
aE<n-2W)I }2 

A.R.E. =lim 08 8-l X {nvar(zjH0)} 

n-a:>{nvar(n-2 WjH0)} {o~(z)l }2 

oe 8-1 

and the calculation of the terms required is given in Appendix C. A good exposition of 

concept of asymptotic relative efficiency (A.R.E.) is given by Kendall & Stuart 

pp. 265-76). 
Values of A.R.E. for case (a) and (b) are given in Table l for various values ofT¢. 
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-· ;Now T<fi = total study time 

f; average failure time on treatment A' 

· ~t if a.n estimate ofT¢ is available, some idea of the A.R.E. ca.n be obtained. Note that 

.'!'-!~"~•: allnimum value of .A..R.E. is 0·75 for both cases (a) a.nd (b) and that A.R.E. increases as 

: a random Variable 

when the time 

radecreases. As T<fi-+0, .A..R.E. approaches one for case (a) and 8/9 for case {b). Clinical 

IPiiB a.x:,e o!ten conducted with T¢ n. bout 2 or 3 and here A.R.E. is close to 0·80. 

Table l. .Asymptotic efficiency of W relative to F a.ssumiWJ 

exponential failure in two groups 

"a.ndom. ·-·--~ 
Treatment A: ¢e:xp (- ¢x}; treatment B: 8</Jexp( -8</Jy) 

Ca.se {a). All individuals enter study at time zero, observation stops at T. 

-.u~IIWI 

A.R.E. 

Tcp .... ro 

0·750 

,T¢ = 3 

0·785 

Ttj> = 2 

0·838 

T¢ = 1 

0·934 

T¢- 0 

1 

Case (b). Individuals enter study according to uniform distribution over {0, T) and 

study stops at T. 

A.R.E • 

Trp-+ ro 

0·750 

T¢ = 3 

0·781 

Trp = 2 

0·802 

T¢ = 1 

0·836 

Tcp- 0 

8/9 

. .A. rationale for these results is as follows: consider the patterns of observations for a 

·':se (a) situation with a high degree of censoring. The patterns might appear as 

The ratio of the means in the F test will differ from one when there is a difference in the 

number of failures and times to failw·e bet\\·ecn. A and B. The value of W depends mainly on 

tlledifference in the number of failures between groups. The A.R.E. result means that as TifJ 

becomes small and there is more censoring, the times to failure are not much more important 

than the number of failures. The same type of result was found by Armitage (1959) for 

pa.ired data., when he compared the A.R.E. of the sign method to parametric maximum 

likelihood for exponential distributions. 

~· The increase in A.R.E. is slower for case (b) as Tt/J-0. In this situation, it would be 

'expected that those individuals censored would be among the later entrants to study and 

eo would tend to occur near the beginning of the pattern. Knowledge of the times to failure 

'ltould then be relatively more important. 

'·* These results suggest that the W test would be reasonable to apply when comparing 

failure time distributions, especially when some censoring is expected. When the distribu­

tions are not exponential, a two-parameter distribution such as the Weibull might be 

Deeded. If X has a Weibull distribution, it is well known that X 1'"' has an exponential 

~ribution. But any such power transformation would not affect W since W is rank 

~variant. Hence, the calculation~ of A.R.E. given wouhl be exactly the same if the distribu­

tions were assumed to be Weibull with known index. It is reasonable to suppose that the 

values would be a.t least as great if the distributions were Weibull with unlcnown 

so that the stated values a.re lower bounda for .A..R.E. 
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9. Loss RATE DI:FFEREF.r IN THE TWO GROUPS 

Suppose that in an application there is in fact no difference in the c.D.l!'.'s of 

failure, but that for some reason there is a difference in the perc~nta.ge cen.'!ored in the 

groups. In an extreme case, all individuals are observed to failure in one group and 

stops at time T1 !n the other ;;roup. This could happen in a dinic:J.l trial if the drug giv 

to patients in one group ha.d deteriorated by time T1 or it was not possible to ~-· 

treatment after time T1• In such cases, it would only be appropriate to consider fail 

and censored observations up to time T1 in the affected group. We assume that the sample 

size is n in each group and all individuals have entered study at time zero, so T1 is the lengQ.~ 

of study for all individuals in the affected group. ~ 

Table 2 .. Ratio of .j{var (WIH0 )} to .j{varR (WIH0)} for various 1-rfn 

1-rfn 

Ratio 1 0·95 0·9 0·8 0·7 0·6 0·1 

.,J{var(WIH0 )} 

1·035 1·065 1·115 1·152 1-180 1·357 

.,J{varR (WIH0 )} 

What happens to the mean and variance of W if an analysis is performed without con-1! 

sidering all censored observations restricted to one group? We are concerned with ~ 
average effect of censoring one group at T1 and so we calculate E(WjH0 ) and var (W!HJ, 
that is we average over the possible patterns that could occur. When there are n patie ·"''' , 

per group and H0 is true, the number failing in each prior to T1 is binomially distribut.._,,· 

with expected value n- rand variance 

n (~) ( 1-~). ' 

The means a.ml variances for the two case::; are as follows (taking tenus to 0(1/n) for thc
4 

variances): ·• 

Losses restricted to one group ~ .. 
ER(WjH0 ) = 0, :t 

n-4varR (WjH) ;;;;; ~ (1-~)
3 

~ +~ (!:.) (1-!:.). 'J 
0 3 n n n n n 1' 

Losses not restricted I 
E(WIH0 ) = 0, 

n-4var (WjH0 );;;;; 1~n + 
1
4
1 

(;) ( 1-;) + 1;n ( 1-;r · • 
Thus, if the mean and variance of W are calculated in the usual way, there is no biast 

in the estimate of the mean but the estimate of variance will be an over-estimate. To • 

examine the extent of the over-estimate, Table 2 gives the ratio of the two standard I 
errors for various v:1lues of 1 - r fn. 

The ratio of the standard errors is less than 1·~ even when 40% of the observations are 

censored at T1 in the affected group. There will be some loss in sensitivity in detect- ; 

ing departures from the null hypothesis when the ordinary W test is applied; however,:J 

this is unlikely to be serious when the proportion of censored observations is under 8-
1 )i 

00%. ~ 

' 
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10. SOME EXACT CA.LCULATIONS 

)Table 3 presents a compa.rison of ta.U probabilities using the generalized Wilcoxon test 

~rrected
 for continuity) and exact calculation for five eases of varying degrees of censoring 

~i:l tying. The sample size in each group is n, = n 2 = 5 and the pattern of observations for 

t>a.Ch case is given. The cases were selected arbitrarily to represent various degrees of 

censoring and tying. The t.ota.l number of oLserva.tiou:s iuvolv~:
:u iu Li~ o1· t;t:1kiiJ1·iug .ra.ugt::.:. 

.from four for case IV to nine for case II. 

~ For each case, the first column gives the cumulative frequency of a. given score or larger 

from the exact distribution. It was necessary to evaluate scores from only !(1 ~) = 126 

possible samples, since the distribution of W is symmetric. The second column gives the 

.:~ exact probability of a. given score or larger and the last column gives the estimated prob­

·<.,., ability using the W test, corrected for continuity by subtracting ! from each score. 

· The probabilities from the W test' are remarkably close to the exact proba.bilities con­

~'tideri
ng the small sample sizes and heavy tying and censoring. This is especially so in the 

.,.-,tail of the distribution where most interest lies. The approximation is poorest when a. large 

.~"nmnber
 of samples have the same score, but this happens more often near the centre of the 

-:~'lf~dist
ribution. 

If it is decided arbitrarily that the normal approximation is adequate when 

-- the absolute difference between approximate and exact is 0·01 or less up to a. cumulative 

tail probability of 0·10, then only cases II and III fail to satisfy this criterion. In both of 

cases, the number of different failure points is only four and the total number of 

observations involved in ties or censoring is nine and six, respectively. 

It is difficult to make a general statement on the sizes of sample necessary before the 

asymptotic theory holds because of the varying degrees of censoring and tying that are 

possible. Halperin (1960), for his case, has stated that when
~= 1!.:l = 8 the asymptotic 

normal theory is adequate for a.ll practical purposes up to about 75% censoring (no tying) 

at both the 5 and 1% significance levels. Lehman (1961) considered the exact and approxi­

mnte distribu
tion~; of the Wilcoxon statistic when n 1 == n 2 == 5 for five cases of varying 

degrees of tying. Using the arbitrary criterion above at significance levels of 0·01, 0·05, and 

0·10, the normal approximation was adequate when the number of observations involved 

in ties was six or less. Taking the results here with the others, the normal approximation 

with continuity correction seems adequate when 1'1-t = n: = 5, as long as the total number 

of observations tied or censored is six or less and there are a.t least five distinct failure points. 

Of course, if the application of the W test is doubtful in a. particular case, the following 

rule seems reasonable: calculate W (corrected for continuity) and if the result is borderline 

(sa.y 0·03 to 0·10), calculate the exact test. Otherwise accept the verdict of the W test. 

11. A WORKED EXA.li!PLE 

In this section, we apply the W test to a.n example from a clinical trial. In the trial, 

reported by Freireich et al. (1963), 6-mercaptopurine (6-MP) was compared to a placebo in 

the maintenance of remissions in acute leukemia. The trial was actually conducted sequenti­

ally, but will be here analysed a.s a fixed sample size trial. One year after the start of the 

study, the following lengths of remis$ion were re~orded
: 

Length of remission (weeks) 

{
~6,6,7

, 10, 13, 16,22, 23 

6-MP (21) 6+, 9+, 10+, 11+, 17+, 19+, 20+, 25+, 32+, 32+, 34+, 35+ 

Placebo (21) 1, 1, 2, 2, 3, 4, 4, 5, 5, 8, 8, 8, 8, ll, ·11, 12, 12, 15, 17, 22, 23 

! ' 

j· 
.. .. . 

' . : . - .. - . -.. " .. . ~ ' .. 

' ·.' . . ''. · .. ·. ~~ .: .. 

: · .. · 

. . . . ··. -~ .... -

:·.· 
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Table 3. 01Jservation patterns and probnbilities of scores by exact calwlation and the generalized Wilcoxon test 
1:-!1 

(corrected for continuity) for 5 cases of censoring and tying in samples of size n
1 

= li, n
2 

= 0 
....... .,.. 

Case I Case II Case Ill Case IV Case V 

·~ ·~· - ·~· T-· - 1 ~· 2 2 ' 1 2 1 2 1 

Ties 4(1) • 1 6(1) 2 2 0 1 2 0 1 --=::::: 2 2(1) 1 

Censored 2 (2) • 2 
1 

3(2) 2 6(4) 1 ---1 4(3) 1 ~(J) : 2 

1 ~ 
d 

Cum. Prob. Pro b. Cum. Prob. Pro b. Cum. Prob. Pro b. Cum. Prob. Pro b. Cum. l'1·ob. Pro b. 

Sc-ore freq. (exact) (W.) freq. (exact) (TV.) freq. (exact) (ll'.) freq. (exact) (TV.) freq. (exact) (W,) 

23 2 0·0079 0·0064 

!!2 
21 1 0·0040 0·0055 

t:t.1 
tl 

~0 4 ·0159 ·0154 
. i 10 5 ·0198 ·0202 3 ·0119 ·OliO 

2 00079 0·0043 

IS 
1 0·0040 0·0104 

17 7 ·0278 ·0336 
2 ·0079 .. 0146 4 ·0159 ·0170 p.. 

16 13 ·0516 ·0427 
5 ·0198 ·0202 

15 13 ·0516 ·O:Ui!l 7 ·0278 ·0274 {) ·0:157 ·0314 ((.} 

14 
3 0·0119 0·0230 11 ·0436 ·0375 

E 
13 27 ·1071 ·0838 17 ·0675 ·0606 8 ·0317 ·0336 14 ·0556 ·0495 15 ·0595 ·0537 

12 
15 ·0595 ·0465 17 ·0676 ·0643 

11 26 ·1032 ·0968 19 ·0754 ·0619 23 ·0913 ·0823 22 ·0873 ·0885 

10 45 ·1786 ·1469 24 ·0952 ·0824 26 ·1032 ·1038 

9 49 ·1944 ·1736 48 ·1005 ·1469 31 ·1230 ·1076 34 ·1349 ·1314 40 ·1587 ·1379 

8 
41 ·1627 ·1357 39 ·1548 ·1611 

7 tl:l ·2500 ·2358 52 ·206:1 ·2000 49 ·1044 '1712 52 ·2063 ·1940 54 ·2143 ·2004 

6 77 ·3055 ·2709 58 ·2301 ·2120 IH ·2420 ·2327 56 ·2222 ·2389 

Fi 
88 ·3492 ·2878 66 ·2619 ·2546 75 ·2976 ·2743 79 ·3135 ·2810 

4 83 ·3293 -348:1 76 ·3016 0:1050 87 ·3452 ·3228 81 ·:1214 ·3264 

3 111 ·4404 ·380H 100 ·3068 <1783 87 ·3452 ·3657 98 ·3889 ·3707 101 ·4008 ·3746 

2 
: 101 ·4008 ·4120 113 ·4484 ·4207 

1 112 ·4444 ·4801 126. ·5000 ·4761 118 ·4682 ·4721 121 ·4801 ·4721 126 ·.iOOO ·4761 

0 121\ ·5000 ·5199 134 ·5317 ·5279 131 ·5198 ·5279 

'-----.r-----' 
'-----v---__j '-------v----' 

' 
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-~ .A. + sign indicates a censored observation. Because the upper limit of observation time 

.
1 ~

·.· .. ~~:aa• <~- is about 35 weeks, T = 35 weeks. In this CMe, it is clear tha.t 6-MP is the superior treatment, 

., · · there being 12 censored observations at long remission times on 6-MP and none on placebo • 

~.,'The data. will be analysed to illustrate the calculations. 

To calculate W directly, a. 21 x 21 table is formed with the failurt>.s and censored observa­

. j ,;.. ! tiona in each group ordered separatdy a.loug t.h~:: wa.rgiu.;. Entries of + l, - 1 or 0 D.rc ::nD.dc 

. ..~~-· .. -·. in accordance with the scoring scheme (3·1) for the 441 comparisons. The result is 

lf = 335-64 = 271. Since n 1 x n2 is rather large, it is natural to consider the result 

·" *' obtained by grouping observations. Then W is obta.incd from the formula for grouped data. 

· .. ~q~ given by (5·1) and cD.n be calculated conveniently in the format: 

• 
6-.MP Pl.s.cebo 

Interval 
(weeks) k. F,.J. C;.J, a, f,s F,s c~s b, 

0-4 0 0 0 7 7 0 

5-9 4 4 2 42 6 13 ·o 0 

10-14 2 6 2 52 4 17 0 16 

15-19 1 7 2 51 2 19 0 12 

20-24 2 9 1 57 2 21 0 14 

25- 0 9 5 105 0 21 0 0 

9 12 307 21 0 42 

6 

Thus W = ~ {a,-bi} = 307-42 = 265, 
i-1 

where a,= Uu +ci...t]Fi-l.B• bi = UiB + CiBJ.F.-l,...t• 

The var (WIP, H0 ) for the grouped data is obtained from (4·3) with 

.., - .l 00 co .. ,_ . ,_ ..,. 9 T!le patt<lm is 

r% 
s~ = ' 

ao 0 z 
co 0 
c:> .o ...... 
M ~ .. , 
0 • co 
0 e<l J 

ao -c:> 

7r--2 

10 t--2 
6.Et--2 
3 1 

<\ s 

0 Oc::> 
ao • ao-
~ "'~ and the format for calculating the variance is 

.,. -;<C 
..,. 

c ..,.c 0 .,. . ..,. c .::. 
"'!' "'~ 

i m, M, d, m,xd1_ 1 l, L,_l l 1 X d; e; j; e1 xj, m; x e1 xf, 

1 7 7 56 0 2 0 112 35 34 1190 8330 

2 10 17 306 560 2 2 612 23 8 184 1840 

3 6 23 552 1836 2 4 1104 15 -20 -300 -1800 

4 3 26 702 lGiifl 1 6 702 10 -37 -370 -1110 

5 4 30 930 2808 5 7 4650 5 -48 -240 -960 

30 f1.<<1i() 12 7180 6300 

where d, = M;(M;+ 1), d0 = 0, 

e, = n1 +n2 -M..-Li-l• 

j, = n1 +n2 -3M,._1 -m,-L,_1 -l. 
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n~ {.s s s } 
var ( WjP, H0) = ( ) / l) ~ m,d,_1 + ~ lidi + ~ mie;}, 

'71.t +~ '71.t +n2 - i-1 t.-1 i-1 

Then, 

= (21H21
) {6860 + 7180 + 6300} = 5065·6, 

(42) (41) . 

.j{var (WjP, H0)} = 71·2 . 

The result obtained from the ungrouped data is .j{var (WjP, ~)} = 75·1. 

Suppose we wil"h to t-E>~t. H0 : ~(f) = F~(t) (! ~ T) :J.go.inst the a.ltcrnative II:: F1(t) < F
2
(t) 

or F1(t) > F2(t) (t ~ T). We are interested in whether 6-'MP lengthens or shortens remissions 

relative to placebo. We calculate 
w 265 z = =- = 3·i2 

.j{var(WjP, H0 )} 71·2 

and the probability of such a value of Z or a larger one in absolute value is about 0·0002 _ 

from tables of the normal distribution. Consequently there is very strong evidence tha.t 

patients receiving 6-'MP have longer remissions than those receiving placebo. 

If the test is done with the ungrouped data, we find Z = 3·61 and Pr (Z) :::::: 0·0004. The 

result is quite close to that for the grouped data considering the moderate sample sizes in 
each group . 

12. DISCUSSION 

Some further problems connected with the generalized Wilcoxon test are: the extension 

of the test to the case of double censoring (i.e. in the upper and lower tails of the variable),*_ 

the extension of the test to more than two samples,* the development of a sequential W test 

and the use of the W test to find confidence limits. 
In principle, there is no difficulty in extending the W test to the case of double censoring . 

The pattern of observations given by ( 4·1) could be generalized by considering z, individuals ·· . 

(i = 1, ... ,s) to be censored on the left at a point immediately prior to the failure of the mi -

individuals at rank i in the ordering of distinct failures. The change in the scoring of W 
given by (3·1) would be simple using the ordering reln.t.ion!"hips in the generalized pattern, 

the assumption being made that individuals censored on the left or right cannot be ordered 

among themselves. The proofs of asymptotic normality and consistency of the test based 

on W follow directly from those given here. 
The extension of th:e W test to the k-sample case could be made in a. wa.y analogous to <•· 

tha.t suggested by Terpstra (1952) and Jonckheere (1954) for the extension of the ordinary -~ 
Wilcoxon test. The null hypothesis is that all samples come from the sa.me population and 

this is to be tested against the ordered alternative hypothesis: F1(t) < F2{t) < ... < F~c(t). J 

Suppose the statistic W is calculated for all !k(k- 1) pairs of samples. If we write ~q for 

the value obtained from the pth and qth samples (p, q = l, 2, ... , k; p =1= q), then we can 

consider 
k k 

w,. = ~ ~ ~q· 
p-1 q-p+l 

n• 
dt 
e:x 
ty 
~I 

se 
ca 

wl 
· fo1 

ap 
fh 
If 
is: 
ti< 

tw 

95 
of 
int 
i!' 

thl 
ca.l 

r 
E.'..!. 

s. 
HE 

2 
From the results of Terpstra and J onckheere, the limiting distribution of W,. should be Ho 

normal. ,'-

* I am indebted w Professor J _ Hemclrijk and a referee for helpful comments concerning these 
extensions. 
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There a.re at least two ways to consider a sequential W test. First, suppose an exp~riment 

failure times is set up and nv n 2 items are placed on test in each group. The 

J::llfi'eoltnpl~
1

~18•·5 to devise a test to stop the experiment at the earliest time possible (no saving in 

of observations). One solution for this problem has been proposed by Alling (1963) 

•hlll!,a on least upper and greatest lower bounds for subsequent values of the ordinary 

- 1v-tloO:X:lJ•u test statistic. The W teRt could be applied sequentially in time but the conditions 

. ~for this require investigation. Alternatively, it would often be desirable to con­

dul't a sequential experiment that may result in a. saving of time and observations. For 

uample, suppose a clinical trial is being conducted and the hypothe::~.is beiug te.skJ is of 

·-!t-~ F1
(t) = E;_(8t) with d.iff~rent _values of 8 specified for alternative hypo_theses: Indi­

. Tiduals are entered sequentially m each group and some form of W test 1S earned out 

aequentially in time. Under what conditions could such a sequential experiment be 

carried out 1 
. "' . .Approximate coniidence limits for the scale parameter 8 can be found using the W statistic 

'~en the model is F1(t) = F2(8t). The idea is to obtain an estimate of the confidence limits 

{or(} assuming an underlying exponential distribution and then use the W test to find the 

/~approximate level of coniidence for the limits. Thus the coniidence limits are distribution 

,:~'·free; the exponential assumption is introduced merely to get convenient starting values. 

·.:'r·Ifthefailure time distributions in the two groups are exponential, then tif"t2 as defined in§ 8 

•• ,.isan estimate of 8 and confidence limits can be derived from the F distribution. All observa­

.. Q<>ns in the second sample are multiplied by the upper and lower confidence limits for 8 and 

two W tests are carried out using the new values for the second sample. Two normal deviates 

.. ,. Yill be obtained, say zl, z:l, and the approximate level of confidence that 8 lies between 

· these limits can be calculated from tables of the normal distribution. For example, using 

the data of§ 11 with those receiving placebo as group 2, we find tJt2 = 39·9/8·7 = 4·6 and 

-SS% confidence limits for 8: 1·9 < 8 < 10. After two W tests, we estimate that the level 

~:Of confidence for these limits is about 92%- Generally, the distribution-free confidence 

intervals will be wider than the corresponding intervals when the exponential assumption 

it made. 

I wish to thank Professor D. R. Cox for very helpful suggestions and encouragement 

throughout the course of this work. Also, I want to thank my wife, Brenda, for doing the 

calculations in § 10. 
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.Al'PENDIX A 

The variance of Wunder H 0 and conditional on a given pattern (P) of failed a.nd censored 

tions is var(W!P,H0 ) = E{ZU;1-E(l:Uu)!P,H0}2. 
i,j i,j 

The expectation is over the(~ +n:)!/(~!n1 !) equally likely samples from the same pattern 

form is given by (4·1)). This may be written 

var(W!P,Ho) = E {2: U:1+ L UiiU;·1+ L U11Uw+ L UuU;•j'IP,H0}. 

i.,i i+i' i+r i..P..i' 

since E {L U 11 !P,HJ = 0, by symmetry. 
i,j 

We now proceed to evaluate each term in (A 1). We have 

,. ... ,.. 

E {~ D;s!P,HJ = 
2(~~~

2

;
2

) {.± [(m') (M;-t) + (l') (M')]}• (~~
1~ 

\,] (~+n:) \-1 1 1 1 1 ·~· 

~ ·'~ 
where the term outside the brackets is the proportion of times a particular pair (·i,f) will occur in opposite · 

samples. The first rerm in thP. bro.cket.o; is thP- numh<"r of wa.ys of pairing a failed observation at rank i · 

with one of lower rank and the second term is the number of ways of pairing a.n observation censored 

just a.fter rank i with one having failed earlier. 

Also, 

where 

The outside term in (A 3) is the proportion of times a particular pair of observations (i, i') will occur in 

one sample and a particular observation (j) in the other sample. The first term inK gives the nun1ber 

of ways of finding a mea.ningful pair (i, i') below and above j whenj is a failure observation. The second 

term gives the number of ways of finding a pair of failure observations (i, i') of lower rank tbanj when 

j is a. censored observation. The last term is the number of ways of finding one observation above and 

one failure observation below j when j is a failure. 

Now, ~(n1 +n~-3) 

.l!J { L UiiUwiJ>,Hoi = _(_n_:- ~) {Ki, 
i+j' nt+nz 

'lit 

by symmetry. Finally, E { L U;1 U,.I'!P, H 0} = 0 
i+i" 
i•i' 

I I 



'\tl".' 

A generalized Wilcoxon test for singly-censored sampleiJ 219 

!;;:JieO&UBe U11 is independent of U"'' and E(U,1jP,H0) = E(U1·r!P,H0) = 0. Collecting terms in (AI) 

~~(A
 2), (A 3) and (A 4) and simplifying, we have var(W!P,H0) as given by (4·3). 

APPENDIX B 

'""'liil•ll--·""""' To show that W is asymptotically no!'IIUl.l, we note first that(~ n
,)-1W has the form of a two-sample 

U statistic. Lehmann (1951) proved that such statistics are asymptotically normal using a general 

1 eorem ofHoeffding ( 1948). We give a definition of a two-sample U statistic sufficient for our purposes: 

1 
\,.,,Xv ... ,.Y,. ; Y1, ... , Y,. h.- n.: +n: inrlependent, random vectors X"= {~1• X~), Yp = (Yjl', YJfll, 

,nth cumulativ~
 distributioh functions (C.D..F.) F 1(:r),F2(y) where :t:" = (:t!:',:r~:.tl} and Yp = (y~ll,yi'). 

ror n 1
, n, ;;;. 1 a.n.d a real valued function defined by t(X", Y p). a statistic 

ccur in opposite ·. 

va.tion at rank i 

vation censored 

(.A 3} 

-· 

( i, i') will occur in 

:gives the number 

vation. The second ""'· 

'r rank than j when 

ervation above and . .,~ · 

(A 4) 

·"i 

U = _1_ ~ t(X", Yp) fa.= 1, ... ,nt) 
n 1 n:a.p 

\JJ = 1, ... ,n: 

(B 1) 

it a two-sample U statistic. Lehmann ( 1951) showed U to be asymptotically normal "·hen n 1 .... co such 

that lim ~/n, exists and under conditions that E{t(X ... , Y 1)} = 1J and E{t(X ... , Y 11)}
1 = M < co. 

The difficulty with applying these results directly to the W statistic is that the distribution of W has 

been considered ccnditicnally for a g\ven pattern of failed and censored observations and so we do not 

have n1 +n1 independent random variables. However, we can show that, considered unconditiona.lly, 

(flt n,J-1 W is a two-sample U statistic and then apply a convergence theorem to prove asymptotic 

normality. 

Suppose there is a probability distribution of times to entry of the 1"1 +n, patients entering study in 

the interval 0 toT. This distribution may be of a very general type: a discrete lump of probability with 

all patients entering at time 0, a uniform distribution, or various distributions with a bunching of 

patients near time 0. The only assumption is that the distribution of patient entries is such that the 

number of failures at time T becomes large as n 1, n 2 become large. 

Now define 
x"' = (x~11,z~21 ) (a.:::: 1, ... ,n1), 

where ~1 = z,,:r; (time tQ failure, censoring) is from F 1(X::1) a.nd x~21 is a.n indicator taking a value 0, 1 as 

~is a. time to failure, censoring. A similar set-up is defined for Yp· Then, X 1, ... ,X,.; Y 1, ••• , Y,. are 

flt + n, independent random vectors. 

1 • 

If we now define -1 if ::;1,11 < t411 a.nd (x~, Y1'> ia (0, 0), 

or x~ ~ yf1 and (z~·Yh'
1 } is {0,1), 

t(X ... , Y p) = 0 otherwise, 

+1 if z~1 >yffl and (:r~1 ,y)l1 ) is (0,0), 

or ... ~11
 ~ ybll and (:~·~2 1,?/~

1 ) i!'< (1,0} 

and U by (B 1), then the statistic (n1 n 2)
-1 W is the sa.me as U. 

Now E{t(X ... , Y 11)} is well defined a.nd E{t(X .. , Y p)}2 ~ 1 under null a.nd alternative hypotheses. Hence 

as~ ..... oo with limnJn2 fixed and non·zero, the distribution of U is asymptotically normal. We have 

shown 

w 

·. ..j{var(W!Ho)} is asymptotically N(O,l) 

and we wish tQ show 

w 
.j{va.r ( WjP, H ,)} is asymptotically N(O, 1). 

(B 2) 

!
. ~-~va.r

(WjP,H0) 1 

p- liD 
·---

n.l3var( WjH 0 ) 

Now if 

(B 3} 

8.8 n1 ..... co a.nd lim n1/n1 exists we obtain (B 2) from a convergence theorem of Cramer ( 1946, p. 254). 

But 
vn.r(WjH0) = Epvar(WjP,H0)+var pE(WjP,H0), 

where the expectation is over all possible patterns that could arise. 

Under the null hypothesis, the munber of individuals failing a.nd being censored at the 2a points in 

the general pattern ca.n be considered as an outcome in multinomial sampling. The sample size is n 1 + n 2 

and the sum of proba.bilitiel! over the 2a pointe is one. 

Xow E( WIP,I:l0 ) = 0, so we need to con!lickr 

{ni3 var( W!P, H 0 )}/{T£1 3Ep var (lVjP, li0 )} ,.u; "t ~ oc,. 

The numerotor is a. polynomial funct.ion of (m1, M 1, Z1, L 1) and, by a. proposition quoted by Cramer 

(1946, p. 255). converges in probability to the constant obtained by replacing the above variables by 

~-·- .·.·· ·.·.· 

. :. ... 
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their expectations from the multinomial. The denominator is the average of the numerator over · 

possible patterns and approaches the same constant {to 0{1/f!.t}). Hence, m~ obtain (B 3) and (B 

follows from the convergence theorem of Cramer. The result holds for patterns that arise randoxniy 

the manner described. 
.aU:PENDIX C 

The definition of asymptotic efficiency of W relative to F is given by (8·1) and we now proceed· 

evaluate the various terms for case (a) and (b). 

Cll8e (a) 

For the F test, we have 

and we wish to find 

:: = ! log {t1fi~) 

E(z) = E,E(zjs), 

var(z!H0} = E,var(z!H0,8)+ve.r,E{::jH0,8}. 

Here the pattern of observations is defined by the total sample size (2n) and the number of failure· 

observations (s) prior to T. We consider expectations and variances in the conditional universe where 

s = 2n-r1-r1 is fixed, and then allow variations in 8. The calcu.le.tions will be asymptotic as n,a • 

Under H0, 8 bas e. binomial distribution with E(a) = 2n(l-e-T.,). 

Because E(l1 ) = 1/</J and E(l:} = lf(¢0), we find 

E(z} = E,E(::!s) ~ tlog8, 

oE(::) I = ~. 
(}{) 8-1 2 

Also, 

1 ( 1 1 ) 

var(::!Hol;;;; E,2 2(ts}+2(!s} 

1 

;;;; 2n( 1- e-T~j" 

For the W test, we have W = 2: U 11 a.s defined by (3·1). Now 

. 
i,j 

E(W) = n2{Pr{X1 > Y1)+Pr(X~ ~
 Y1) 

- Pr (X1 < Y 1)- Pr (X1 ~ Y;)}, 

where X 1, x; are random variables of times to failure, censoring determined by f 1(x} and simils.rly 

Y 1, Y; are determined by / 2(y). Here, x;:: Y;:: T a.nd the probability of being censored a.t Tis 

e-r~, e-T~O, 
respectively. The probabilities a.re obtained a.s follows: 

and 

Hence, 

and 

Now 

J
2' 

Pr(X, > Y1)+Pr(X; ~ Y 1) = 
0 

8</Je~if>ve-fl
"dv. 

{) 

= 8 + 1 ( 1 - e-T\11<8+1>) 

Pr(X, < Y1)+Pr(X, ~ Y;) =JoT ¢e-41"e~~"du. 
1 = --(l-e-T<P<8+1l) 

8+1 . 

(8-1} 

E{n- 2 W) = -- (1-e-l'<P<O+ll) 

({} + 1) 

aE<n-:w)/ 

ae 8-1 
= !< 1- e-:T¢). 

var(n-2frjH0 ) = n-4E{L U 11 -E <2: U,1)jH0}2 

i.j 
i,j 

= n-IE{i: f?.;+ 1: u,iu,.i+ 1: U;IUW 

i,j i+i' i+i' 

+ 2: U,1 U,·riH0}, 

i..;.i~ 

j+j' 

(C4} 

since E(i: Uii!H0 ) = 0. To evaluate the four t~rms necessary for the variance, note that there are only 

i,) 

n 2 terms of the type it( U;
1
J so that the total contribution of the first term is O(n-2). Then 

E(2: UiiUc,!H0) =E(i: U 11 Uw!H0), 

i+i' 
i+i' 

'I 

-;•.-· 



• of the numerator 
w~~ (B 3) a.nd 

;u- ', ,,,,,,/ arise IlUlL<lOinlv:~ 

md the number of failure-.; . 
:ond.itional universe where 
be asymptotic as n, 8 ..,.. a:l. ' .. · 

(C4) 

note that there a.re only 

O(n-2). Then 
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symmetry and there a.re n1(n-1) terms in ea.ch summation. Also E(Uil U;·r[H0) = 0 since U 11 ia 

of U 1'1' and ea.ch has expectation zero. Thus 

..,_._ va.r(n-1WIH0) ~ 2n-1E(U,tU,riH0). 

z~ 'Using the conditions in (3·1), we have 
~-· . -1(X, < Y 1, X,> Yr), (X,> Y1, X,< Yr), 

~·· (X1 :E; Y;, X 1 > Y1.), (X, > Y 1, X 1 :E; Y(), 

U 11 U w = 0 otherwise, 

+ 1(X, > Y1, Y1.), (X1 < Y1, Yr), 

(X,< Y;. Y;.). (X,< r;. Yf), 

(X; > Y1, Yr), (X1 < Y;, Y(). 

We now wish to calculate the probabilities of the various events on the right-hand side. Let P<~ be 
the probability of failure under H 0 and p, be the probability of a. censored observation. Also, let j.,(x), 

JJ.z') be conditional probability density functions of time to failure, censoring, respectively. For case (a), 

these a.re all simple to write down. 
Thus, 

and 

p, = e-T~ 
' if! e-ll= 

J.~(x) = -- (0 ~ x < T), 
p., 

e-T</J 
j,(x') = - = 1 (z' = T). 

p, 

(C 5) 

(C 6) 

For case (a),j,(x') is a discrete probability, but the notation is retained to be analogous with case (b). 

Now under Ho, Pr (X, > Y 1, Y 1.) = Pr (X1 < Y 1, Yr) = t 

Thus 

Pr(X1 < Y 1, X,> Yr) = Pr(X1 > Y 1, X,< Yr) = t· 
E(Uii Uw!Ho) = p~(! ·Hl + 2r.p~Pr{X, <min( Y1, Y;.)} 

+p~p,Pr{X; > ma.x(Y1, Yr)} 

+rop4 Pr{X1 < min(Y;, Y;.)} 

-J'!(l+tl-2r.p,Pr{X, < Y;, X 1 > Y 1.}, 

where the time to failure variables follow j.,{x) a.nd the time to censoring variables follow j,(x'). 

NowPr{X;>ma.x(Y1,Yr)}=2Pr{X1 < Y;,x,> Yr}· Hence 

E(UuUwiH0 ) = ~+2P!p,Pr{X1 < min(Y1, Y;.)}+2P!p4 Pr{X1 < min(Y;, Y;.)}, 
and the probabilities ca.n be written down immediately: 

Pr (X, < min ( Y 1, Y;.JJ = ~. Pr (X,< min ( r;, r;.)} = 1. 

Thus E(UilUwiH0 ) = t(1-e-T9)3 +e-T~(l-e-T~) 

(C 7) 

and va.r(n-2 WIH0 ) = n-1{!(1-e-N)3 +2e-N(l-e-N)}. (C 8) 

Finally, the A.R.E. of W to F is obtained by substituting (C 1), (C 2), (C 4) and (C 8) int<;> (8·1) to get 

(1-e-ITcP)I 
A.R.E.= .._ 

!(l-e-T.PJ•+4e-T~(l-e-T.,JI 

Values of A.R.E. for case (a) a.re given in Table 1 for various Tif!. 

Oa.se (b) 

In this situation, 2n patients are entered into study according to o. uniform distribution in the fixed 

interval o· to T and fail according to an exponential distribution. In the group receiving treatment A, 

the probability of a patient entering in any intcn·al of time (6t) is (6t)/T and failure is according tof1(x). 

We have rT-:r<P 
Pr (patient fails at' age' x) = J 

0 
T e-1>"' d:x dv 

(T-x) 
= -- if! e-.P= dx 

T 
(0 ~x:E; T), 

1 
Pr (pati~?nt censored at' a;;e' x') = Tc-1"'! dx' (0 ::;:; x' ::;:; T) 

where' age' is measured from time of entry into st.udy. 

(C9) 

(ClO) 
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Now (T(T-u) 1 
p,. =Jo-T- tpe~•du = 1-Ttp (1-e-T¢), 

rT 1 1 
p, = ) 

0 
~r~"du = Tt/J (1- e-T¢) 

andj;.z),j,(z') a.re the probability density parts of(C 9), (C 10) divided by p4,p., respectively. Similarly 
Uy) andj,(y') a.re defined by replacing ifJ by 8</J in p4,p., f 4(z) a.ndj,(z'). • 

For the F test, we transform l.Jl: t.o z II." before and w~ h:lYC 

Now 

8E(z) 1 8E(l1) 

ail=-2E(l,) ---an· 
E(l:ln-r:) = - 1

-{(n-r1)E(Y)+r1E(Y')}, 
n-r1 

where Y, Y' follow f 4(y),j,(y'), respectively. Then. E(Y) and E(Y') a.re easily evaluated a.nd 
substituted in (C 13) we"find E(l2 jn-r1) = 1/(8</J) and so 

8E(z)l = ~. 
88 8-1 2 

Under B 0, the expected number of individuals failing in the two groups before Tis 2np4 , so that 

1 
var(zjBo) ~ 2n{l-1JT¢(1-e T~)} 

For the W test, E( W) is defined by (C 3) a.nd the probabilities needed are found using (C 9) and (C 

Pr(Xi > Y 1) = JJ (T-u) ¢e~u (T-v) 8rfJe-l)~~dudv (0 ~ u,v < T) 
U>~ T T 

8 1 
= 8 + 1-T</J(O + 1)1 {8(8 + 3)- e-T~(8 + 1)Z} 

1 
+ [TifJ(8+ 1)]• 8(8 + 1) {0:(8+3)-e-:r¢(8 + 1)3 +e-T¢<8+ll(38+ 1)}, (C 16)~ 

Pr(X; > Y 1) = JJ .!.. e-9• (TT-v) 8¢Je-8f>•dudv (0.,;;; u, v ~ T) ··::. 
u>~T . 

8 e-T~ 1 { e-T~(8+ 1)1 (28+ 1) _ l . 
= T¢(0+1)- T¢ -[T9(0+1)]" f1- tJ +-U-e T¢<1i+llj. (C!.) ~ 

The Pr(X, < Y 1) and Pr(X, < Y;) a.re obtained by replacing 8 by 1/8 and¢ by 8</J in (C 16), (C 17), -.. 
respectively. Substituting these results in (C 3), we have 

aEcr.-•WJI =!{1--1-+-1-(1-e-=T~>}: (CIS) ··~, 
a8 8-1 2 T</J 2(T¢J• .... -~ 

: ..,. 
The value ofvar(n-1 WjB0 ) is found in exactly the same way as before, withp4 andp, of(C 11) and ._ 

(C 12) replacing (C 5) and (C 6) in the equation for E(U;1 UwiB0) given by (C 7). We now need to evaluate 
Pr{X, < min(Y1, Y;.)} a.nd Pr{X, < min(Y;, Yr)}· '911l: 

Now under H 0, Ju (T-v)</J 
Pr(Y; < u) = T e~~dv 

o Ptt 

=..!.. {<1-e~u) --
1 (1-e~u(l + ¢-u]l} 

1'4 T¢ 

a.nd 

Therefore 

.· .•. , 

I I 
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.;~~~~~ Pr{X~ < min(Y;, Y{)} = fT_(T_-_u_) if>{I-T:. (I-e-4'u)}
1 

du; 

~ . 0 ~d ~· . 

. .-iz,eee jr,.tegra.ls are srmple, though somewhat labonous, to evaluate. The results are 

223 

~ I {I I e" Pr{X, < min(Y
1

, ~.)} =- -· (t-~-N)+-- ( -f+fe-'I'.P-e-tT.P) 
>ectively. ~""'U181:lF.11i.. I p;p, Tt/J (T¢)' 

+_I_ (·.L _ ~ e-T.P + e-IT.P- _il_ e-3T.P)} 

ral ul'.ted and 

u 

..... 
. · .. · ... 

(Ttp)s •• ~ '108 

llld 
Pr {X~ < min ( Y;, y;.)} = _I_ {-1- (t-e-N+ e-IN) +_I_ ( _1. +!e-N- e-=N + H e-3T.P)} . 

,.. Pd_r, (T¢)1 (T¢)3 a -

With these probabilities, we can now evaluate E(UHUwJH0 ) and var(n-=WJH0 ). Wff'> have 

var (n- 1 WJH0 ) ~ n-1 {~- 3
(:¢) + 9(;¢):- 27(~¢)3 (I-e-

3
T.P+ (C 19) 

.:;, Substituting (C I4), (C I5), (C 18) and (C 19) into (8·1) we can calculate the asymptotic efficiency 

of W relative to F. This is done for various values ofT¢> in Table 1. 




